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Abstract

This thesis seeks to leverage SDN and NFV technologies to enable scalable,
high performance, resilient and cost effective Fixed-Mobile Convergence
(FMC) on three separate segments: access/aggregation, inter but also in-
tra data center (DC) networks for distributed Next Generation Points of
Presence (NG-POP - the location in the operator infrastructure centralizing
the IP edge for all access types).

From a structural stand point, shared access/aggregation for data trans-
port solutions (i.e., low latency optical cross connects and Wavelength Di-
vision Multiplexed-Passive Optical Networks) are proposed, evaluated and
assessed for compatibility with the stringent bandwidth, latency and jitter
requirements for baseband mobile, fixed and Wi-Fi services. Functional
convergence is achieved by integrating universal network functions like Au-
thentication, Data Path Management, content caching inside the NG-POP
with the help of SDN and NFV techniques. Comprehensive convergence
is demonstrated, for the first time to our knowledge, through the study
of a series of use cases highlighting the FMC impact on user experience:
seamless authentication and roaming through various network access points
(i.e., Wi-Fi, mobile, fixed) as well as improved QoS and network utilization
through content caching. To provide survivability for NG-POPs, Network
Function live migration with zero downtime is demonstrated as a prevention
mechanism for infrastructure failure.

High performance scalable DCs are required by NG-POPs for providing
services like content caching, multi-tenancy support, customer applications
among others. To develop compatible, cost effective DC solutions, we in-
vestigate new high radix DC topologies (i.e., hypercube, fat tree, torus,
jellyfish) as well as optimizing control plane operations by adopting SDN.
We demonstrate that, for a high performing topology like hypercube, SDN
can achieve a 45% throughput increase, as opposed to conventional Span-
ning Tree Protocol.



ii Abstract

Optimizing elastic optical network control plane for DC connections,
is another aspect investigated in this work. We propose a modular scal-
able flexi-grid optical domain controller based on Finite State Machines
and a NETCONF/YANG standard northbound interface. The modular
structure allows either a centralized or a distributed deployment for on the
fly encrypted device management connections. Controller evaluation over
networks ranging from 1 to 64 ROADMs show a relatively constant start
up and synchronization time in both deployments. These results, together
with a modest log scale growth of media channel set up time, validate the
scalability of our controller.



Resumé

Denne afhandling sigter mod at udnytte SDN og NFV teknologier til at
muligggre skalerbar, hgj ydeevne, robust og omkostningseffektiv Fixed-
Mobile Convergence (FMC) pa tre separate segmenter: adgang / aggregering,
inter og intra data center (DC) netveerk til distribuerede Next Generation
Points of Presence (NG-POP - placeringen i operatgrinfrastrukturen der
centraliserer IP-kanten for alle adgangstyper).

Fra et strukturelt standpunkt foreslas, vurderes og valideres fzlles adgangs
/ aggregeringstransportlgsninger (dvs. optisk krydsforbindelser med lav la-
tency og bolgeleengde-division Multiplexede-Passive Optiske Netvaerk) som
er kompatible med de stringente bandbredde-, latency- og jitterkrav for
baseband mobile, fastnet og Wi-Fi-tjenester. Funktionel konvergens opnas
ved at integrere universelle netvaerks funktioner sa som autentificering,
Data vejs Management og indholds caching inde i NG-POP ved hjeelp af
SDN og NFV teknikker. Omfattende konvergens demonstreres for forste
gang, ifglge vores viden, gennem en reekke bruger tilfeelde, der fremhaever
FMC’s indvirkning pa brugeroplevelsen: sgmlgs godkendelse og roaming
gennem forskellige netvaerksadgangspunkter (dvs. Wi-Fi, mobil, fast) samt
forbedret QoS og netvaerksudnyttelse gennem indholds caching. For at give
overlevelsesevne til NG-POP’er, demonstreres en netveerksfunktion med
nulstilling og uden nedetid, som en forebyggende mekanisme for infrastruk-
turfejl.

Hgjtydende skalerbare DC’er er pakraevet af NG-POP’er for at levere
tjenester som indholds-caching, multi-forbruger og kundeapplikationer mv.
For at udvikle kompatible, omkostningseffektive DC-lgsninger undersgger
vi nye hgj-radix DC-topologier (dvs. hypercube, fat tree, torus, jellyfish)
samt optimering af kontrolplanoperationer ved at implementere SDN. Vi
demonstrerer at SDN, for en hgjtydende topologi som f.eks. hypercube,
kan opna en 45% gennemstromningsforggelse i modsaetning til den konven-
tionelle Spanning Tree Protocol.

iii



iv Resumé

Optimering af et elastisk optisk netvaerkskontrolplan for DC-forbindelser,
er et andet aspekt, der undersgges i dette arbejde. Vi foreslar en mod-
uleer skalerbar flexi-grid optisk domaene controller baseret pa Finite State
Machines og en NETCONF / YANG standard for nordgaende grzense-
flader. Den modulare struktur tillader enten en centraliseret eller en dis-
tribueret implementering for krypterede enhedsadministrationsforbindelser.
Evaluering af kontrolmekanismen, over netveerk, der spaender fra 1 til 64
ROADM’er, viser en forholdsvis konstant opstarts- og synkroniseringstid
pa ca. 920 ms for den centrale og 1150 ms for den distribuerede imple-
mentering. Disse resultater, sammen med en beskeden log-skala vaekst af
mediekanalers opsaetningstid, validerer skalerbarhden af vores controller.
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Chapter 1

Introduction

1.1 Overview of Research Directions

In the area of optical communications, extensive research and develop-
ment efforts are focused towards extending the flexibility and efficiency of
optical networks. The main driver is to better adapt to new emerging
bandwidth-demanding services while catering to the needs of end-users as
well as reducing the overall cost and complexity of the network. The na-
ture of optical networks has experienced a considerable transformation in
the last decade mainly because of the ever-increasing traffic resulted from
the rapid adoption of broadband connectivity and the emergence of new
bandwidth-demanding and Quality-of-Service (QoS) critical applications
and services.

Photonic technologies represent the most suitable solution to support
and address such massive bandwidth demands. Omne capacity improve-
ment technique in optical networks is making use of wavelength division
multiplexing (WDM) technology to add ad-hoc new wavelength channels
employing fixed modulation formats and bitrate serial interfaces. Nonethe-
less, it is becoming apparent that this development model may not be able
to provide support for the future needs - estimations suggest that global IP
traffic will increase nearly threefold over the next 5 years with a compound
annual growth rate of 24% from 2016 to 2021 [1].

Bridging the gap between the current infrastructure and traffic demands
can only be achieved by a combination of increased spectral efficiencies and
improved utilization of resources. Future optical networks are hence envi-
sioned as flexible or elastic, in order to accommodate more efficiently the
shortage of bandwidth. Centralized proprietary applications for network
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control have been around for years. Using a combination of various tech-
nologies they mostly require closed plugins to interoperate with network
devices.

SDN started off as a more flexible alternative to network control and
management by defining open interfaces between a centralized controller
and the network devices. Currently, SDN-based system architectures are
investigated for deployment in various network segments ranging from data
centres to campus, access, metro even core. One of the end goals envisioned
for SDN, is to provide end-to-end orchestration for telecommunication ser-
vices through the use of multiple heterogeneous transport technologies mak-
ing service-related functions independent from underlying transport-related
technologies and administrative domains.

OpenFlow
" o )
Core PoP
iy Multi-degree

SDN management

Distributed

control plane
controller

Application

Large business

y 3 customers
- 4 . N
Residential — Fiber-to-the-X Mobile backhaul

Figure 1.1: Proposed unified control plane of general optical network

Figure 1.1 shows the overview of a proposed heterogeneous data plane
and the unified control plane in an optical network separated into access,
aggregation/metro and core segments. Next generation points of presence
(NG-POPs) facilitate the interconnection between each segment. We iden-
tify as one of the main challenges (opportunity) of the aggregation level
NG-POP the need to provide support for the heterogeneous access types
by acting as a fixed-mobile-wireless service gateway. Therefore, in its struc-
ture, components like Optical Line Terminations (OLT) for access networks
and Data Centre (DC) features required for hosting mobile Base Band Units
(BBUs) and other specific network functions (NFs), are to be included. The
core PoP must in turn support and transport large and irregular traffic
loads. With the use of SDN-enabled flexible optical transponders (able to
operate at different bitrates, modulation formats and wavelength channel
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spacings), that offer high spectral efficiency on the fly, the variable traffic
patterns can be accommodated.

Developments in the area of elastic networks and flexi-grid have the
potential to significantly unlock more bandwidth in the core optical net-
work, and furthermore, offer the necessary means for cost effective data cen-
ter interconnection transport solutions. The FP7 EU Marie Curie project
ABACUS funding this work, takes a holistic approach to the development
of control and management systems for optical networking, understanding
that changes to a specific network segment affects design and operations in
other sections. Therefore, the following relevant subjects which are inves-
tigated in this work can be divided into 3 main areas: next generation of
Converged Fixed-Mobile access/ aggregation networks, intra-Data Center
networks seen as an integral part of distributed NG-POPs, and SDN-based
control plane optimizations for EONs based on flexible DWDM grid tech-
nologies as an interconnection solution for distributed NG-PoPs.

1.2 Next Generation of Converged Fixed-Mobile
Access/Aggregation Network Architectures

Access networks have been experiencing an increase in traffic over the past
couple of decades without any decline prediction for the currently increasing
trend [2]. Convergence of Fixed and Mobile Services is a subject that
has undergone a series of research initiatives, however not all ending as
successfully as initially expected [3], [4]. A previous approach focused on
a baseline IP Multimedia Sub-System (IMS) [4] architecture which plays
the role of a common IP interface so that signaling, traffic, and application
development are greatly simplified. The developed platform was offering
the operation of network agnostic services across mobile and fixed user
devices. However, full network convergence was not resolved, which lead to
the perception of two individual and parallel IMS deployments.

Further analysis of the practical applicability of the concept within the
industry has revealed a lack of demand for the provided services. As a
result, the Fixed Mobile Convergence Alliance formed of 20 global telecom
operators was disbanded in 2010. The recent ICT COMBO [5] project
approach to FMC seeks to redesign the next generation of access/ aggre-
gation networks by proposing a common network infrastructure which can
support fixed and mobile network users. In this regard, FMC is developed
from a twofold perspective: a structural convergence (a common trans-
port infrastructure) and a functional one (universal functions serving all
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users). Furthermore, simplified network management and maintenance can
be achieved by adopting SDN and NFV paradigms as presented further on.

Another concept envisioned as part of the next generation of FMC ar-
chitecture is Cloud Radio Access Network (C-RAN) which promises low bit-
cost, high spectral and energy efficient mobile broadband Internet access to
wireless customers. C-RAN’s basic characteristic requires the decoupling of
the tight and close connections between the Remote Radio Heads (RRHs)
and the Base Band Units (BBUs) which are then centralized in a common
and virtualized pool. One of the major disadvantages of the C-RAN cen-
tralized model is the high bandwidth requirement between the BBU and
the edge RRH needed to carry the baseband 1/Q signal [6]. When it comes
to real time services like voice or video streaming, network latency alone
can have a crucial impact on the user experience. Various radio interface
standards define one-way latency constraints for the fronthaul transport
with upper limits ranging from 100 us [7] and often placed at 250 us [8]
mostly related to maximum supported transmission distance over fiber.
Due to strict synchronization requirements (e.g. optimal and secure han-
dover between baseband stations, minimal disturbance on the air interface,
frequency stability) a deviation limit (i.e., jitter) is also imposed on the
fronthaul, equivalent to 16.276 ns for round trip transmissions. Therefore,
the FMC architecture must be built upon high speed, low latency, flexible
optical transport for the radio technologies distributed across the edge of
the network.

Management
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Figure 1.2: Fixed Mobile Convergence system architecture with a shared Access/ Ag-
gregation and an NG-POP. (CPRI: Common Public Radio Interface; UAG: Universal
Access Gateway; vEPC: Virtual Evolved Packet Core; uAUT: Universal Authentication;
uDPM: Universal Data Path Management)

An overview of the FMC access/ aggregation network demonstrated
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in this thesis is presented in Figure 1.2. The unified transport network
covering the access and aggregation segments needs to be based on tech-
nologies able to fulfill the previously identified major requirements related
to bandwidth (e.g. higher bit rates above 10 Gb/s) and strict jitter and la-
tency limits. A suitable candidate for a shared fronthaul network, capable
of fulfilling the previously stated requirements, is a Wavelength-Division
Multiplexed Passive Optical Network (WDM-PON), currently under stan-
dardization by ITU-T and FSAN, Study group 15, (ITU-T G.989.2) [9-11].

At the core of the architecture and also in the focus of our research
efforts is the Next Generation Point of Presence (NG-POP) which combines
structural and functional components and features. The main functional
role of the NG-POP is to provide a Universal Access Gateway (UAG) for all
connecting users. We identify several building blocks contained in the NG-
POP and highlight them in Fig 1.2. An SDN enabled low latency optical
cross connect enables the dynamic re-assignment of BBUs hosted in the
locally centralized BBU pool to different RRHs at the edge of the network
according to various use cases resulting and variable traffic patterns (e.g.
tidal effects). The role of the Carrier Ethernet switch is to aggregate all
the user connections from the various access points (e.g. fixed, mobile,
wireless) onto higher line rate links towards the core network. Moreover, it
can also identify and label user connection types and steer them internally
for processing by the UAG.

The NFV represents an open and expendable platform which is the key
element in the functional convergence. It can host a wide range of Virtual
Network Functions (VNFs) like authentication, path management, evolved
packet core, caching etc.

Mobile traditional architectures place the Evolved Packet Core in a cen-
tralized layout. As the density of user devices covered and requirements of
delivered services increases [12], a shift of EPC features towards a more dis-
tributed approach, closer to the end user, becomes logical. Improvements
on resiliency, scalability and especially service continuity in case of disaster
events also act as promoters for the proposed distributed approach. Deploy-
ing the EPC in a virtual environment inside the NG-POP has implications
on the BBU uplinks and backhaul network traffic which will consequently
terminate inside the NG-POP. By eliminating the need for a remote and
secure channel between the mobile core and the BBUs (both are locally con-
fined) the ability to develop local in-path network intelligence, monitoring
and content caching becomes available. As a result, the NG-POP repre-
sents the most suitable platform to incorporate the necessary additional
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functional convergence blocks.

Resource access control is one of the most important functions in a
network, regardless of the access technology. Providing service for all ac-
cess types (e.g. fixed, mobile, Wi-Fi) and allowing mobility between these
connection points results in a need for universal Authentication, Autho-
rization and Accounting (AAA) control in the UAG. The proposed uAUT
system [13] is regarded as a base layer functionality which leads to fur-
ther degrees of functional convergence. Its most relevant roles focus on
provisioning policies at the initial phase of network attachment as well as
accounting of the service delivery for billing and auditing purposes. The
uAUT is able to establish user services, coordinate address assignment and
activity accounting for roaming users by accessing and retrieving user pro-
files stored in a universal subscriber database.

Expected exponential increase in mobile broadband traffic in 5G net-
works can be addressed with offloading and handover techniques through
mobility management (MME). An important objective for our proposed
FMC architecture is accomplished by introducing a universal Data Path
Management (uUDPM) function [14] [15]. uDPM is directly responsible for
allowing users to roam between all access types and for redirecting traffic
across several types of interfaces. In order to achieve this, uDPM provides
a converged subscriber and session management, an advanced interface se-
lection and other route control mechanisms.

Improving QoS for connecting users and reducing redundant network
traffic is another scope of the FMC architecture. Locally caching content
is proven to have benefits directly proportional with the number of users
on the segment. In live deployments of content caching for fixed access
networks, it has been shown that traffic can be reduced with more than
30% [16], [17]. Caching in mobile networks however, has not proved to
bring any significant improvements [18]. To this end, a unified content
distribution system is introduced, creating the basis for a Content Delivery
Network [19]. Applying caching functionality in a FMC network can have
a multiplicative impact on the reduction of traffic. The system is made up
of a Cache Controller incorporating the caching intelligence and a Caching
Node storing the cached content as seen in Fig. 2. The functionality is
directly linked to the uAUT service for authenticating at a network and
service level. uDPM is also responsible for supplying resource information
to the Cache Controller regarding UE location (e.g. client ID or IP, cache
address, content URL etc) as well as network performance.
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1.3 Data Center Networks

While the main trend regarding data centers is focusing on increasing their
size and performance, an alternative approach turns towards a geographical
distribution of data centers in key places in the network (e.g. NG-POPs),
closer to the customers. Installing business critical applications and IT
infrastructure closer to the office location is preferred, in many situations,
over the choice of a distant central location. Important motivations for geo-
distributed data centers lie in reducing latency and cost while increasing
efficiency and reliability. Empirical studies emphasize the direct correlation
between speed/latency and business revenue [20]. As an example, an addi-
tional 100ms delay on the Amazon platform caused a 1% decrease in sales
while a 500ms latency in displaying Google search results lead to lower rev-
enues by 20%. This serves as the basis of developing a data center solution
that is physically closer to the customers and businesses and acts as a net-
work extension of a centralized data center that can offer similar services as
traditional ones. In addition, adopting geo-diversity for data center place-
ment serves as a redundancy mechanism improving system availability in
the case of an outage that can impact an entire site.

One fundamental tenant of the envisioned plan for 5G [21] supports the
idea of hosting 5G network functions, content and applications in data cen-
ters distributed closer to the edge. In other words, operators can develop
physical assets closer to the edge network (mobile access/ aggregation) and
transform them into distributed data centers. Network slicing is expected to
address the needs of dedicated services and particular user groups and pro-
vide custom resources in real-time 5G network conditions. Enabling such
features requires data center oriented infrastructure. Furthermore, latency
is a key requirement for 5G services with current discussions supporting
delays as low as 1ms [22]. To enable this technological requirement and
support the deployment of future expected services like mobile payments,
home automation, vehicle connections etc. data centers are expected to be
deployed in a more distributed pattern closer to the cell towers.

Deployment of distributed data centers can provide added value not
just for 5G services. C-RAN architecture also seeks to apply data center
technologies to allow for increased bandwidth, highly reliable, low latency
interconnections in BBU pools. Proper placement of the distributed data
centers is a crucial step which, if not optimized, can lead to increased costs
of providing services instead of decreasing them. According to the pro-
posed FMC architecture presented in the previous sections, we strongly
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believe that the modular and flexible NG-POP structure represents the
most suitable location to incorporate a data center, thanks to multiple rea-
sons. The location of the NG-POP is close enough to the edge network to
support the BBU-RRH separation and centralize them in an internal pool.
Data center features are necessary not only for the BBU pools but also
for the variety of FMC specific network functions which require hosting
(e.g. uAUT, content caching, uDPM etc.). Additional client oriented ap-
plications like office productivity applications, file sharing, email exchange
represent obvious candidates for a distributed implementation. Moreover,
improvements in system software would enable geographically distributed
data centers to support a wider class of applications with a shift from host-
ing embarrassingly-distributed applications towards more internal traffic
intensive applications (e.g. grid computing, search indexes, cloud gaming,
social networking etc.) [23]

Recent projections released by Cisco Global Cloud Index 2016 [24] ex-
pect global data center traffic to reach 15.3 ZB by the end of 2020 with
a growth rate of up to 4.7 ZB every year. The biggest contributer to this
growth remains the east-west traffic patterns inside the data centers which
accounts for more than 75% of the total. Such a projection emphasizes
the importance of performance for internal data center networks that need
to handle the growing amount of packets traveling between servers. The
interconnection topology is an important factor in the performance of data
center applications which share more and more similar features with ef-
ficient on-chip network functions [25]. As a result, highly interconnected
topologies initially adopted for on-chip networks in parallel computing have
gained the interest for applications inside data center networks [25]. A few
relevant topologies which serve as good topological candidates like fat tree,
jellyfish, torus and hypercube represent the focus of our work and are rep-
resented in Figure 1.3.

Without a proper assessment of the design and an efficient control and
management system, data center networks can lead to an increased cost of
providing service. When selecting a network topology for designing a data
center, important considerations have to be taken into account. A balance
between accepted throughput per input (bandwidth), latency, reliability,
cost, complexity and scalability has to be achieved. A general indication of
network bandwidth, link density and resiliency is dependent on the math-
ematical analysis of the bisection bandwidth, a cut through the middle of
the network. Traversing nodes and links incurs latency. Therefore, the
actual diameter of the layout is a good indicator of the resulting latency.
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(c) (d)

Figure 1.3: Highly interconnected data center network topologies: Fat Tree (a), Jelly-
Fish (b), Torus (c¢) and Hypercube (d).

Reliability of the network is given by the number of redundant paths in
the overall layout which contribute to increasing the network’s ability to
experience local failures without major impact on operations. Scalability,
on the other hand, shows how the performance of a system behaves under
the action of expanding the network to include new computational nodes.
When the number of Top-of-the-Rack (ToR) switches is known, the num-
ber of redundant links and interconnection ports impact directly the cost
incurred by implementing a certain topology.

A considerable share of the total Capex (capital expenditure) involved
with developing a data center is invested in the network. Dedicated switches,
routers and load balancers concentrate the majority of the costs related to
networking [26]. One of the main advantages brought by adopting an SDN
approach is the ability to replace these proprietary dedicated network de-
vices with simplified vendor neutral and cost effective devices. In other
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words, costs are lowered by substituting expensive nodes which perform
complex path computation algorithms and network functions with bare-
metal switches that provide fewer features but enable low-cost and flexible
alternatives. Infrastructure scalability is another benefit brought by an
SDN architecture, with new devices being added more easily to the net-
work. The software controller is capable of scaling to as many network
devices as there are in the data center with the use of automation and
scripting techniques. Therefore, adding hardware not only simplifies the
scaling operations but also lowers the configuration time required. By pro-
viding a custom and application-oriented way of managing throughput and
connectivity, SDN can improve parallel processing of large data sets (e.g.,
big data). Policy and security management becomes more efficient with the
advent of SDN control which allows for a more efficient way of configur-
ing firewalls and security devices with custom and network-aware security
policies. Combining the highly interconnected network topologies with a
centralized SDN control plane results in a flexible and intelligent network
design capable of taking advantage of the multitude of redundant links
comprising such topologies.

1.4 Control and Management of Elastic Optical
Networks (EONSs) for Inter Data Center
Connectivity

One of the key tenants of fixed-mobile convergence focuses on the deploy-
ment of a NG-PoP which hosts a distributed data center alternative for
new mobile-fixed-wifi oriented services and applications. Evolving towards
such an architecture leads to a search for new traffic-demanding solutions
for inter data center connections. One expected characteristic of the in-
ter connecting traffic patterns is defined by heterogeneous fluctuations as
driven by replication and resiliency requirements of hosted applications and
services. As certain applications and services evolve towards a more dis-
tributed approach , data center inter connections need to rely on strict
transport latency thresholds. Conventional transport networks were de-
signed to cope with traffic growth and provide more complex services than
just point to point connections These architecture focuses mainly on over-
provisioning the required capacity to guarantee QoS and traffic demands.
Such trends have been regarded as the main driver for research carried
out in the field of EONs with the goal of providing efficient connectivity
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solutions. Flexible DWDM grid networks have the potential to increase
efficiency and flexibility for optical communications.

1.4.1 Flexible DWDM Grid Optical Networks

Conventional ITU Wavelength Division Multiplexed (WDM) networks [27]
are constrained by a fixed 50 GHz spacing grid between the optical signal
central frequencies. In order to cope with optical switching and filtering
requirements, guard bands are imposed between channels which account
for 25% of the fiber capacity. This model has served operators with little
degrees of freedom for managing traffic growth requirements which can be
accomplished by either increasing the transponder capacity per channel or
by moving to a denser grid spacing. As the traffic demands continue to grow
and new technologies for improving channel capacity require a considerably
increased cost for development, the C-band (the spectrum region between
1.3 and 1.6 1.55 pm with lower losses in optical transmission) is becoming
more and more a valuable and scarce resource.

Predicting the evolution of spectrum utilization and bandwidth de-
mands, new overall spectrum efficiency techniques are being investigated.
Innovations in optical transmission which combine coherent detection and
pulse shaping processing have led to the ability of transmitting higher bit
rates into narrower channels (e.g. 100Gb/s over 33 GHz channel) [28]. Fur-
ther improvements for transmissions above 100Gb/s, especially for longer
distance use cases, require a shift to multi carrier signals. Higher speeds of
400 Gb/s or 1 Th/s occupy multiple slots as the optical waves pass through
a fixed filter. As a consequence, not only is a larger channel spacing re-
quired, but also a finer granularity when allocating the spectrum. The
solution to this problem is the replacement of the 50 GHz fixed grid with
a flexible optical grid. By splitting the spectrum and assigning variable
segments in increments of 12.5 GHz, a larger variety of requirements can
be fulfilled, as seen in Fig. 1.4. In addition, closely packing the channels
together and eliminating the inefficient guard bands leads to a much greater
spectral efficiency [29].

According to the modulation scheme used, either single carrier (quadra-
ture amplitude modulation - 8-QAM , 16-QAM, quadrature phase-shift key-
ing - QPSK etc.) or multi carrier (O-OFDM -optical orthogonal frequency
division multiplexing), flexi-grid super channels occupy variable spectrum
sizes. A key component in an EON is a flexible transponder which has the
capability of adjusting the optical bandwidth and transmission reach. To
achieve this, the transponder generates the transmission signal in variable
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Figure 1.4: 12.5 GHz resolution for flexi-grid allows closer packing channels. Concate-
nation allows creation of super-channels (e.g. 400 Gb/s, 1 Th/s).

modulation formats, bit rates, with configurable forward error correction
(FEC) and has the ability to shape the optical spectrum. Such a bandwidth
variable transponder (BVT) offers the ability to compromise between higher
data rates (increased spectral efficiency) on the one hand, and achieving
longer transmission distances, on the other hand.

2Following a basic approach, the rule that governs the selection of a
modulation format is aimed at minimizing the number of required regener-
ators while, at the same time, ensuring the highest spectral efficiency. For
instance, while selecting 32/64-QAM modulation formats, which provide
higher bit rates would be more suitable in shorter range scenarios, schemes
like BPSK or QPSK offer higher reaches with the downside of lower bit
rates. Nonetheless, the trade-off between reach and bit rate is not linear,
side-by-side transponders with double the transmission rate incur a lower
cost than installing regenerators for extending the reach of a higher mod-
ulated signal.

While a BVT is confined by the ability to allocate a single optical flow
and therefore serve only an individual traffic demand, a slice bandwidth
variable transponder (SBVT) is capable of generating multiple carriers over
which the optical traffic load can be distributed. More specifically, the
SBVT can be regarded as a stack of virtual BVTs in a logical association
that allocate the data streams over multiple sub-carriers and use multiple
modulation formats that differ in spectral efficiency simultaneously (e.g.
single or multi carrier).

As the other main component in an EON, the bandwidth variable wave-
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length cross connect (BV-WXC) is responsible for switching any number
of arbitrary sized channels between various input and output device ports.
The network of BV-WXC represents the infrastructure over which end-to-
end paths are established between BVTs allocating spectral resources to
accommodate the generated signals from the transponders side. In a flexi-
grid capable network larger channels (e.g. 400Gb/s or 1Th/s) are allocated
the appropriate spectrum width and pass through the BV-WXC filters un-
modified. Moreover, lower capacity channels are accommodated by more
appropriate adaptable frequency slots with a 12.5 GHz granularity, leaving
room for additional signals to be transmitted.

1.4.2 SDN control and management for Inter-Data Center
Flexi-grid Optical Networks

Orchestration of inter and intra data center services can be achieved by
developing SDN based control and management operations for carrier net-
works. Abstracting the optical transmission layer and combining it with
upper connection layers can lead to a unified control system for various
network segments, e.g. access, aggregation, core, data centers. One goal
is to provision dedicated resources between distributed data centers with
guaranteed QoS. On top of the fundamental data center challenges like
energy consumption, location, rack space, administrators also face issues
related to variable traffic patterns not just inside data centers but also
between them. Some scenarios concerning such dynamic workloads in-
clude migration of virtual machines, storage, remote backup, data base
synchronizations between geo-distributed data centers. Through the use of
a centralized network resource-aware controller, such operations can request
temporary connections and release them upon completion, which creates
new possibilities for reduced energy consumption.

Conventional Network Management Systems are unsuited to handle
flexi-grid technologies to the fullest. On the other hand, SDN architectural
principles offer a variety of possibilities when looking to plan, control, and
manage flexible network resources both centrally and dynamically. NET-
CONF [30], an XML-encoded message exchange protocol, is an SDN solu-
tion that offers customizable control and management capabilities. Defining
and structuring the configuration and state data sent over NETCONF is
accomplished with the use of YANG, a data modeling language. In this
regard, a flexi-grid network domain controller with a northbound NET-
CONTF interface, together with the YANG model definitions, can provide
a standardized control and management solution through the abstraction
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Figure 1.5: Flexi-grid Domain Controller with standard northbound interface (e.g.,
IETF Network Topology) based on NETCONF protocol.

of the underlining homogeneous network device interfaces. A scenario en-
visioning a proposed flexi-grid inter-data center domain controller with a
standardized NETCONF northbound interface compliant with IETF Net-
work Topology definitions [31] is presented in Fig. 1.5.

One of the SDN design principles uses YANG data models to provide
semantic-rich descriptions of the data structure representations of network
resources and services. The YANG models can create an imposed agree-
ment not only the between SDN control system and the network elements
but also between the system and the northbound application depending on
the network architecture (e.g. aggregate or disaggregate).

Both approaches come with advantages and disadvantages and can be
exemplified on a DWDM transport network as displayed in Fig. 1.6. On the
one hand, an aggregated model, where the entire network acts as a single
managed system, is optimized for network operation and can yield higher
performance using vendor specific interfaces. End-to-end service orchestra-
tion is simplified reducing overall management processes. However, such an
approach can affect innovation due to differences in the life cycle of various
network elements and also because of strong component interdependency.

On the other hand, in a disaggregated [32] network architecture each
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Figure 1.6: Comparison of aggregated and disaggregated network models

component is viewed and modeled as an individual network element. In
this context, disaggregation does not refer to decoupling the control plane
from the data plane (main SDN tenant). Advantages that arise from such
an approach focus mainly on cost optimization and innovation increase.
However, operating a disaggregated system not only complicates the central
control architecture but also increases the overall synchronization challenge.
The interaction between network elements and controller is expected to
become more intensive and time-sensitive. As a result, end-to-end service
orchestration reaches new complexity levels.

Even though many vendors have embraced the paradigm shift from
traditional CLI to programmatic interfaces, the configuration problem con-
verts from syntax to descriptive language models. This means that the
models created vary from vendor to vendor and the network operator is
left with the same operational problem as before: different processes for
different devices that should perform an identical task.

This lack of standard interfaces for network automation has led vari-
ous work groups and standards organizations to work together to define
common configuration data models able to support multivendor network
management. Recent initiatives such as OpenConfig, OpenRoadm or IETF
CCAMP provide steps in the right direction with respect to optical inter-
operability and unified management.

OpenROADM Multi-Source Agreement (MSA) [33] focuses on opening
up traditionally proprietary ROADM systems for SDN development. The
solution adopted by OpenROADM follows a fully distributed approach in
which every element in the network is modeled individually, in detail, from
tunable transponders to ROADM components (e.g. pluggable optics, de-
grees, ODU/OTN /multiplex interfaces etc) as seen in Fig. 1.6.
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Different DWDM service templates in Remote Procedure Call (RPC)
format are also defined in detail. Both Colorless-directionless (CD) and
colorless-directionless-contentionless (CDC) options are supported with the
assumption that the ROADMs are flexibly configured by an SDN controller.
On top of the device templates, OpenROADM also provides an example of
network abstraction showing how device and network layer can associate.
However, OpenROADM leaves the choice of network abstraction up to the
network provider. Even though in the current release the specifications
are tailored for a 50GHz fixed grid and 96 wavelengths [34], the upcoming
version is planned to offer support for flexi-grid [35].

OpenConfig [36], an informal work group of traditional carriers and
ICPs, has similar goals of compiling a consistent set of vendor-neutral data
models. Their approach differs however, by adopting a partially distributed
network model as seen in 1.6.

Due to rapid rate of innovation in coherent DWDM transponders, a
solution to decouple the transponder from the rest of the optical line system
allows the network operator to take advantage of the best transponder
at any given time. First of all, elements comprising an optical transport
line system (e.g., In Line Amplifier - ILA; ROADMs) are grouped and
defined in a yang module (i.e., transport-line-common.yang). The OLS
module defines the supported ROADMs (incl. CDC ROADMs, WSS and
Dynamic Gain Equalizer) as configurable switching elements with input
and output ports as well as add/drop ports for directing portions of the
optical spectrum to/from the appropriate degree.

Secondly, OpenConfig describes an optical terminal device for a DWDM
transport that offers support for optical channel configuration such as wave-
length/frequency, power, BER and operational mode. The operational
mode structure serves only as a placeholder for vendor-supplied informa-
tion such as symbol rate, modulation or FEC needed by an EON. However,
in the current released version, the models lack support for flexible channel
spacing assignment.

The IETF CCAMP working group has released a data model that rep-
resents, retrieves and manipulates elements from a flexi-grid capable optical
network as a whole [37]. As opposed to the previously presented partially
or fully distributed approaches to network modeling, IETF focuses on a
more aggregated method dealing with an overview of the optical network
topology combined with the underlying physical layer. In this regard, the
model representation identifies the most relevant WSON and flexi-grid op-
tical components, parameters and their values and divides them in two



1.5 Problem Statement 17

sub-modules. On the one hand, an optical Traffic Engineering Database
(TED) defines the following elements: - flexi-grid capable nodes: abstract
ROADM model with input/output ports and internal port connectivity ma-
trix; - transponders: node augmentations with the role of a tunnel termina-
tion point having variable FEC and modulation; - sliceable transponders:
defined as a list of regular transponders - links: connections with source
and destination nodes and ports that define additional flexi-grid attributes
like base frequency, maximum nominal central frequency, allowed frequency
granularity and slot width granularity.

On the other hand, the model also describes a media channel structure
that is used to create paths from source to destination transponders through
a number of intermediary nodes and links. Source and destination nodes
can also be specified. The media channel represents both the topology (list
of intermediary links and nodes referenced in the optical TED) and the
resource it uses (frequency slot [38] - central frequency and slot width).
With the scope of maintaining consistency in the configuration data, every
element in the TED is assigned a reference which is called by the medial
channel.

Additional traffic engineering configuration and monitoring capabili-
ties (e.g. delay, bandwidth metrics, link statistics etc.) are provided in
the IETF base models imported and augmented by the flexi-grid YANG.
Since this presents a more abstract view of the network topology, any other
physical layer parameters regarding optical channel interfaces for DWDM
applications are tackled and defined in a different project [39].

1.5 Problem Statement

Conventional fixed, mobile and Wi-Fi networks have evolved separate of
each other and, as a result, implementation, structure, equipment as well
as network functions and their distribution in the network are very di-
verse. Therefore, not only the cost of developing (Capex) the separate
network types is cumulative but also the operational cost and complexity
are increased (Opex). As the mobile subscriber demands (e.g., stream-
ing, real-time communication, social media) lay the foundation for mobile
broadband, the average bandwidth offered by the current wireless networks
is not comparable to the capacity provided by fixed networks. A lack of
seamless and transparent UE mobility and authentication, while roaming
between Wi-Fi and mobile networks, impairs from efficiently using access
resources. As network functions on both mobile and fixed networks are cur-



18 Introduction

rently restricted to specialized costly devices (i.e., authentication, service
gateways, path management etc.), NFV provides a flexible and scalable
alternative to achieving the same functionality on commodity hardware at
much lower costs.

Moreover, the existing optical network infrastructure considered as an
essential element in the structural FMC, does not have a clear interface to
the applications and services spanning across the various domains. Net-
work operators typically lack a mechanism to adjust optical configuration
parameters based on the variable conditions of the network or applications
and services running on top of them. In this regard, it is difficult to con-
figure these parameters according to predefined policies and to reconfigure
them to respond to faults and load changes. In addition, such configuration
techniques are done on a segment-by-segment or even device-by-device ba-
sis constricting the ability to apply network wide services and applications.
Cross layer optimization can be achieved by incorporating the reconfig-
urable optical device features into the SDN sphere, offering a solution to
design centralized control systems for both optical and networking layers.

The NG-POP introduced in this work is foreseen as the location in the
operator infrastructure centralizing the IP edge for all access types (mobile,
fixed, Wi-Fi). Our developments focus on using SDN and NFV technologies
to enable scalable, resilient and cost effective FMC for access/ aggregation
networks and improve performance for inter and intra data center (DC)
networks required by the deployment of distributed Next Generation Points
of Presence (NG-POPs).

1.6 State of the Art and FMC Related Work

As the concept of FMC is extensive and still evolving, initial research fo-
cused on a baseline IP Multimedia Sub-System (IMS) [4] [40-42], some also
demonstrating a practical deployment [43]. Originally [42], a different set of
technological enablers were envisioned for FMC architecture: Session Initi-
ation Protocol (SIP), IMS, VoIP, UMTS, Unlicensed Mobile Access (UMA).
Even though some telecom providers previously offered FMC based services
using proprietary methods, other research groups like [44] started deploy-
ing the first standard oriented 3W services (WiMax, Wi-Fi, WCDMA) on
FMC. Research on FMC spans from developing new integrated manage-
ment architectures [40] to individual hardware terminals using a combina-
tion of WiMax and Wi-Fi standards [45].

Other scientific reports associated with the project, and part of the
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COMBO consortium, like R1 , offer a novel new approach on FMC analyz-
ing the cost and performance implications. In addition, the role of optical
networks in FMC is introduced and defined by [46] Using SDN principles
to orchestrate the automatic provisioning of Fixed Mobile Services is also
demonstrated [47].

As SDN is considered to be one of the key enablers for control and man-
agement of FMC, the following state of the art documentation details on the
latest related research on SDN and its applicability to various components
of FMC.

1.6.1 Recent Developments in SDN

Works like [48-53] provide a good overview of general SDN principles
and recent developments. In terms of extending the SDN and network
virtualization principles and techniques into the optical domain, surveys
like [54,55] cover not only industrial development efforts and research di-
rections but also academic oriented projects. A more in-depth analysis of
the difficulties and benefits of a centralized optical control plane are high-
lighted in [56].

On the one hand, they present how transport level applications like
virtual optical network slicing, benefit from a centralized optical SDN con-
troller by setting up end-to-end optical light paths according to bandwidth,
latency and jitter restrictions. On the other hand, the researchers acknowl-
edge that the complexity of the control plane increases as more constraints
like signal transmission range, amplification, bandwidth granularity and
availability, light path routing/switching and configuration timing have to
be accounted for.

Considering such challenges, researchers in [57] propose OpenFlow ex-
tensions for underlying optical layer abstraction which define general flows
across heterogeneous optical transport technologies. Researchers in [58]
developed an SDON controller that is capable of creating virtual optical
networks through network slicing. Among the demonstrated capabilities
we highlight the ability to facilitate the northbound applications to access
topology and network information and configure network devices.

Providing a centralized control plane that incorporates the packet and
optical network capabilities alike has proved to facilitate control and man-
agement of cross domain services [59,60]. Such developed systems, which
aim to solve unified IP and transport network control for a significantly
reduced Capex and Opex, define an abstraction level of the underlying
network and, based on OpenFlow self-developed extensions, allow the gen-
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eralization of flows/paths across transport-IP domains. According to our
research directions, SDN-related state of the art documentation will focus
on the following sub-domains: converged access/ aggregation optical net-
works, Data Center networks (topologies) and flexible WDM grid optical
networks.

Research on SDN enabled Access/Aggregation Networks

Works like [61,62] explore the applicability of SDN paradigm to access
networks. More precisely, the researchers describe use cases which leverage
the SDN principles to provide new network services (Dynamic Service Re-
Provisioning, On-Demand Bandwidth Boost etc.) or enhance existing ones
(e.g. improved Ethernet virtual Private line - EVP -, Service Protection
without proprietary mechanism etc.).

Most relevant research directions in this field, focused more on technical
implementations, are based mostly on OpenFlow self-developed extensions
for supporting either G-PON or even WDM-PON technologies [63-66]. For
example, H. Yang et al. in [63] demonstrate service-aware flow scheduling
on an OpenFlow-enabled PON testbed.

Furthermore, K. Kondepu et al. in [64] present the development of an
SDN-enabled TWDM-PON aggregation node containing an FPGA based
OLT, an OpenFlow switch and an internal SDN controller. The purpose of
the node is to provide a common converged architecture between the access
and aggregation networks thus preserving an overall service level [67].

Research directions towards RAN capable optical transport solutions
enhanced by SDN platforms have also been under investigation. Ahmad
Rostami et al. [68] have designed and demonstrated resource orchestration
across DWDM optical transport for RANs based on SDN. The authors
achieved a multi-domain resource orchestration through hierarchical SDN
control architecture across transport and RAN layers instantiating end-to-
end services like elastic mobile broadband service.

Furthermore, abstraction models for transport resources are developed
and assessed by M. Fiorani et al. [69] with 5G service delivery use cases in
mind. The presented models are capable of enabling efficient resource or-
chestration while maintaining the implementation complexity at a reduced
level. The author’s main goal is to use the models in a transport SDN
controller to provide the optimal level of abstraction of optical transport
networks in the area of 5G technology development.
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Perfromance Evaluation of Highly interconnected SDN-enabled
Data Centers

Research related to highly interconnected Data Center networks can be
divided into two areas: development and applicability of new topologies
and path calculation algorithms. As network topologies are concerned,
hybrid interconnections are proposed and evaluated like Optical Ring of
Fat tree (ORoF) [70] which offers a finer-grained scalability solution than
the regular Fat tree. Upscaling can be accomplished, according to the
authors, by either the number of fat tree modules, the number of pods in
each fat tree module or increasing both the number of modules and of the
pods at the same time.

G. L. Vassoler et al. [71] exploit graph theory to propose a twin-graph-
based topology for improved scalability, resiliency and cost. The authors
demonstrate that, while performance is kept at a comparable level to the
highly interconnected hypercube, the scaling costs have a lower growth rate
than hypercube and other studied topologies.

W. Renqun and P. Li [72] propose a Hyper-DC topology which, through
mathematical analysis of latency, switch- and link-complexity, promises to
provide an efficient solution compared to other proposed topologies like
Benes topology [73], 2-dilated flattened butterfly [74] and 2-dilated hyper-
mesh [75]. On the path computation and routing algorithms for DC net-
works side, SDN has enabled a more rapid development and simplified
evaluation of new algorithms due to centralized path computation modules
in the controller.

Cosmin Caba presents in his PhD thesis [76] the analysis of an al-
gorithm for offloading elephant flows from the electrical packet switching
(EPS) links to the Optical Circuit Switching (OCS) links in hybrid OCS-
EPS Data Center topologies. Using mininet for emulating a couple of test
topologies (e.g. ring and flattened butterfly FBFly) the author showed that
the developed algorithm combined with the strategy of adding shared opti-
cal circuits yields a 21%-57% increase in throughput for the ring and a 8%
-28% for the FBFly.

Authors in [71] employed an SDN-enabled virtual emulation environ-
ment based on an OpenFlow controller to test different routing algorithms
(e.g. OSPF - Open Shortest Path First, ECMP - Equal Cost MultiPath
Protocol) on a set of various types of topologies.
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SDN-based control and management of EONs

Flexible WDM grid optical networks have been regarded as an interesting
research topic in the past few years. Several academics and industrial
bodies (system vendors and network operators alike) have focused resources
on prototype development and demonstrations of control and management
systems as well as APIs for flexible optical devices (e.g., transponders) as
well as for EONs [77-87].

M. Dallaglio et al. [77], as part of the work being done for the EU Hori-
zon 2020 ORCHESTRA project [78], present the development of control
and management system for SBVT with variable modulation, FEC, Bit-
rate, channel frequency. The SDN protocol of choice for their work is NET-
CONF and the configuration and management data is modeled in YANG,
while the controller architecture is based on Application-Based Network
Operations (ABNO) [88]. The authors demonstrate the system capabilities
using a pair of emulated transponders developed in C language and running
a version of ConfD NETCONF server.

V. Lopez et al. [82] proposes, in broad strokes, in the context of the EU
FP7 IDEALIST project, an architecture for an Adaptive Network Manager
(ANM) that can operate EONs which is based on 3 main components: an
Active Path Computation Element (PCE) for calculating and setting up
light paths, and SDN controller which provides a unified view of the network
elements and links and acts as a common OpenFlow interface for the devices
and am ABNO controller. Use cases like dynamic bandwidth allocation for
variable traffic changes, periodic defragmentation for improved bandwidth
allocation or multi-layer restoration lead to their chosen ANM architecture.

L. Liu et al. [81] demonstrate a control plane mechanism for spectrum
sliced EONs based on the OpenFlow protocol which has the ability to estab-
lish end-to-end paths and offload 1P traffic. OpenFlow extensions for EON
support are developed to carry information like bit rate, frequency slots,
modulation format etc. In addition, the network controller (e.g NOX) func-
tionality is enhanced to perform routing and spectrum assignment. With
the use of a testbed composed of multi low bandwidth variable transpon-
ders and optical cross connects, the authors demonstrate that an end-to-
end path establishment time spanning over more than 3 hops outperforms
a GMPLS-based control plane. The performance tests prove that for larger
networks a centralized control plane can offer significant improvements over
the increased GMPLS signalling times and therefore provides a better so-
lution to scalable networks.

J. Yin et al. [83] take the control plane of EONs one step further and
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focus their efforts towards the development of a virtual Software Defined
EON (vSD-EON) Network Hypervisor (NH). The NH acts as an intermedi-
ary which interprets the OF messages received from the northbound ONOS
controller into OF with Optical Transport Protocol Extensions for the BV-
WSS’ running OF agents. The authors evaluate the hypervisor in a full
”full-stack” implementation and show that a data connection carrying a
video stream over an EON composed of two Optical Transmission Chassis
and several 1x9 BV-WSS’ is recovered in 2 seconds from the moment of an
optical link failure. The data plane restoration is accomplished by the NH
in a transparent manner to the northbound controller.

1.7 Beyond State of the Art

This section summaries how the overall scientific results and technical
achievements described in this Ph.D. thesis have significantly contributed
to current state of the art. Research presented in this thesis fall into three
main categories: next generation of Converged Fixed-Mobile access/ aggre-
gation networks, performance improvements for Data Center networks and
centralized control plane for EONs based on flexible DWDM grid technolo-
gies.

In this regard, PAPERS A, B and C focus on the aspect of next gen-
eration access/ aggregation network architectures. In the view of EU FP7
ICT COMBO project, a unified access and aggregation network architec-
ture allowing fixed, Wi-Fi and mobile networks to converge is developed
and demonstrated in this work.

PAPER A analyzes the requirements of an optical transport solution
for C-RAN architectures and proposes an SDN-enabled low-latency optical
cross connect allowing dynamic scheduling of mobile network resources. We
evaluate its performance metrics like one way transmission latency between
, jitter and switching time and show that the optical XC complies with the
C-RAN requirements. In addition, we develop a configuration API based
on NETCONF Protocol and a custom configuration data model written in
YANG. The API enables OpenDaylight SDN controller to incorporate the
control plane.

In PAPER B we present the development of a fully integrated FMC
setup with a focus on a Next Generation Point of Presence (NG-POP)
which acts as a common subscriber IP edge for fixed, Wi-Fi and mobile
access/aggregation networks. At the center of the setup, the NG-POP has
a novel architecture developed by combining SDN and NFV concepts. To
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this end, key universal network functions like Data Path Management, user
Authentication, mobile Evolved Packet Core are virtualized and extended
to inter-work in order to provide a seamless user experience. We carry out
and describe for the first time, to the best of our knowledge, relevant use
cases for a converged architecture on a live test bed composed of a transport
access/aggregation network infrastructure (e.g. WR and WS WDM-PON),
wireless service networks (e.g. LTE and Wi-Fi) and a unified NG-POP.

Seamless user authentication and data connectivity is demonstrated as
test user devices roam between multiple LTE and Wi-Fi networks. A con-
tent delivery service is also demonstrated where user experience is improved
by predicting user mobility (e.g. exchanging messages with the uDPM el-
ement) and caching relevant content (e.g. video streams) closer to the
user. In addition, we execute performance tests of the unified demonstra-
tion setup to evaluate the end-to-end client connection over the various ac-
cess methods (e.g .fixed/Wi-Fi/mobile) in terms of bandwidth and latency.
Through this work, we demonstrate that our proposed FMC concept ar-
chitecture which is divided into structural convergence (a common optical
transport infrastructure e.g. WDM-PON, optical XC switches) and func-
tional convergence (universal access gateway functions centralized in a NG-
POP offering converged control mechanism for both fixed and mobile net-
works) can provide a valid solution for next generation access/aggregation
networks and even serve as a reference point for 5G standardization.

Taking the research further, in PAPER C we introduce a new use
case by providing an NG-POP failure protection mechanism defined by
an automated VNF live migration with zero downtime. Using an SDN
controller to provision an optical path between the source and destination
NFV servers, for the duration of the migration, we achieve a zero downtime
functionality.

PAPERS D, E and F cover the topic of Data Center networks perfor-
mance improvements. On the one hand, in PAPER D we focus on an an-
alytical evaluation of cost and complexity of modeling DC networks based
on a highly interconnected topologies (i.e., hypercube and torus). The
analysis of abstract metrics for the two chosen topologies is supported by
performance measurements conducted on virtualized simulation test beds.
The aim of the tests is not only to compare the performance of the studied
topologies but also to asses the scalability effects. Furthermore, in PAPER
E, we prove that by employing a decoupled control plane and centralizing
the topology knowledge inside an SDN controller, network performance can
increase by up to 45% compared to conventional switching algorithms. In
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PAPER F, we extend our research in order to conduct the same analyti-
cal and practical evaluation for new topologies (i.e., jellyfish and fat tree)
and offer a comprehensively documented comparison of the current and
previous studied topologies.

PAPER G describes our work related to modeling of configuration
data for flexible DWDM grid capable optical networks with the aim of op-
timizing elastic optical network control plane. We develop a modular scal-
able flexi-grid optical domain controller based on Finite State Machines and
a NETCONF/YANG standard northbound interface [89,90]. The modu-
lar structure allows either a centralized or a distributed deployment for
on-the-fly encrypted device management connections. We demonstrate the
scalability of both deployments using emulated networks with up to 64
ROADMs and two SBVT, by identifying and measuring two performance
metrics: start-up time and media channel configuration time.






Chapter 2

Description of Papers

This thesis is based on a set of articles already published or submitted for
publication in peer-reviewed journals and conference proceedings. These
articles represent the developments and results obtained from our work in
the field of control and management systems for optical networking tech-
nologies. The covered topics are grouped in three main categories. Papers
A to C focus on the role of Fixed-Mobile Convergence in next generation
access/ aggregation networks. Papers D to F evaluate topologies and con-
trol plane optimizations for high performance data center networks. Work
in Paper G relates to control plane centralization and standardization for
heterogenous device interfaces in the EONs domain.

2.1 SDN/NFYV Enabled Fixed-Mobile
Convergence in Access/Aggregation
Networks

Papers A to C investigate aspects related to next generation access/ ag-
gregation network architectures. In the context of this work, pertaining to
the ICT FP7 COMBO project, a unified access and aggregation network
architecture allowing for a structural and functional convergence of fixed,
Wi-Fi and mobile traffic is developed, demonstrated and evaluated here.
From a structural standpoint, Papers A and B contribute in part, to
analyzing the performance requirements of an integrated access and aggre-
gation transport solution for the combined traffic types (i.e., fixed, mobile,
wireless). C-RAN adoption, defined by the BBU-RRH decoupling and BBU
centralization, is identified in paper A as a central component in the fixed
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mobile structural convergence. In order to bridge the technology gap and
allow the integration of mobile baseband traffic with the other traffic sources
over the same access infrastructure, versatile and optical based transport
solutions are considered.

In this regard, in Paper A, we propose and develop the model for an
SDN-enabled low-latency optical-electrical-optical (OEQ) cross-connect so-
lution. The aim of our prototype is to establish and switch the delay and
jitter sensitive connections between BBUs and RRHs and allows dynamic
scheduling of access network resources. Using a lab test setup we evalu-
ate the previously identified performance metrics (i.e., bandwidth, trans-
mission latency, jitter) displayed by our OEO cross-connect and compare
them with the C-RAN requirements. The measured one way transmission
latency between 2 - 5 ns for tested traffic up to 10 Gb/s not only complies
with minimum C-RAN related specifications of 100 us but also proves a
minimum impact on transmission. Furthermore, jitter components present
improved characteristics due to the triple R (i.e., Retime, Reshape, Regen-
erate) functionality of our OEO. An effective delay required by the switch
to reconfigure the internal cross-connect and reestablish the optical link
was measured at an average of 252 ms in a lab setup environment. Even
though jitter was not affected, loss of data occurs during switchover and
ongoing connections would be dropped as a result. However, the benefits
of counteracting daily traffic tidal effects and other foreseen traffic pattern
variations that lead to improved energy efficiency, outweigh a few brief local
service interruptions needed for dynamic fronthaul network reconfiguration
and optimization. In order to enable such dynamic optimization scenar-
ios, we develop here a software agent based on NETCONF protocol and
a custom YANG model, which allows us to decouple the device control
plane and integrate it inside an SDN controller (i.e., OpenDaylight). The
SDN enabled model is further used in Paper B and Paper C to enable
functional related convergence scenarios.

In Paper B we present our developed holistic and integrated FMC
setup as the collaborative effort of multiple vendors and operators to achieve
functional and structural convergence. As part of the structural conver-
gence, optical WDM-PON networks (i.e. WR and WS) act as a shared
access/ aggregation transport medium on top of which mobile, fixed and
wireless connections are established between the UEs (e.g., mobile phones,
laptops etc.) and a Next Generation Point Of Presence (NG-PoP). The
central point of the setup, the NG-PoP, seeks to leverage the advantages of
SDN and NFV concepts to achieve functional convergence. Therefore, the
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NG-PoP, which comprises of an NFV server, an SDN enabled carrier Eth-
ernet switch and the optical cross connect, acts as a common subscriber IP
edge for fixed, Wi-Fi and mobile access/ aggregation networks. To this end,
key network functional modules like Data Path Management, user Authen-
tication, mobile Evolved Packet Core (EPC) are developed and connected
to allow function chaining for a seamless user experience. Multiple scenar-
ios are envisioned and demonstrated. The universal subscriber and user
authentication system was built on top of a RADIUS server, which actively
communicates to the EPC module to share information on user profiles
(e.g., credentials, content permissions, billing information etc.). The sys-
tem, allowed us to showcase the user imperceptible authentication while
switching through all access methods and using the SIM card as the only
UE identification. The second use case, in close connection to the first one,
focuses on the data path management functionality of the NG-PoP which
deals with the actual UE connection handover when roaming from one net-
work to anotheras the next natural step after authentication. While stream-
ing content from a test server, the UE switches between several network
access types (i.e., between two LTE networks, from LTE to WiFi and vice
versa) while the connection remains active un uninterrupted. Intelligent
content caching scenarios are also demonstrated, where local cache servers
store temporarily highly demanded streaming content and save network
bandwidth utilization from the core segment. The work is consolidated by
executing performance tests (i.e., connection bandwidth and latency) on
user connections provided by the integrated setup. This work demonstrates,
to the best of our knowledge, the first fully integrated demonstration of a
structurally and functionally converged fixed-mobile access/aggreagation
network.

Further use cases, in the context of the previously developed fixed mo-
bile converged setup, are conceived and presented in Paper C. Live mi-
gration of individual Virtual Network Functions (e.g., virtualized load bal-
ancers, content servers, security gateways etc.) between different NG-PoPs
can serve as an energy efficiency optimization or as a protection mechanism
in case of an early failure detection. In order to demonstrate this scenario,
we evaluate an automatic SDN provisioning of an optical path through an
OEO cross-connect model (i.e., developed in Paper A), between two NFV
servers running remote OpenStack Compute hosts with KVM virtualiza-
tion. Step one of our test application requests a data path between the
servers through OpenDyalight which controls the optical switch through a
NETCONTF interface. Step two, triggers the migration request to Open-
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Stack Nova module controlling both Compute Nodes by sending a message
containing the source and destination hosts and the ID of the guest ma-
chine, the VNF. Zero downtime during the migration was accomplished in
this scenario. Moreover, rerouting the connection on a different data path
during the migration, a scenario which caused by the simulation of a link
failure, resulted in a 22% increase in migration delay and an average of 2.1
s downtime.

2.2 Performance Evaluation of Data Center
networks

In Papers D, E and E we focus on the evaluation of data center networks
from 2 points of view. Firstly, we investigate the topology influence on cost
and network performance. Furthermore, we propose and evaluate control
plane optimizations with the scope of lowering costs and, at the same time,
increasing performance.

In Paper D, we present an initial analysis of two highly interconnected
topologies (i.e., torus and hypercube) focusing on abstract metrics like bi-
section bandwidth, diameter, average distance or node order and their im-
plications on resulting throughput, latency, resiliency, complexity, cost etc.
A comparative infrastructure cost analysis for implementing the packaging
strategies reveals that there is a shift between the two, with the torus be-
ing more costly than the hypercube for networks below 64 nodes and the
hypercube having a faster growth rate beyond this limit. This conclusion
is based on the total number of links, bisection width and node order. As
a next step, we replicate the topologies in a network simulator (i.e., NS3)
and subject them to uniformly distributed random traffic patterns routed
by shortest path algorithms. The selected injection rate is also identified
and configured at 30% of the link capacity, below the saturation limit of
the studied topologies. The scope of the simulation is to evaluate the scal-
ability of both networks and also compare them with each other. From our
simulations we are able to extract performance metrics like throughput,
latency and loss rate and characterise the performance of our tested net-
works. As expected, the growth of the networks and the increase of average
node distance lead to a decrease in connection performance. A decline in
throughput per connection of about 5% for the hypercube compared to 16%
for the torus was measured when the size of the network was increased by
a factor of 32 (i.e., ranging from 16 to 512 switches in the tested networks).
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Similar behaviour is demonstrated in latency observations and number of
lost packets.

Our research on data center networks is extended in Paper E, where
we focus on performance improvements by optimizing control plane mecha-
nisms and adopting an SDN approach to traffic routing. With the help of a
network emulator (i.e., Mininet) and an SDN controller (i.e., Floodlight) we
are able to decouple the control plane from the data plane, using OpenFlow
protocol, and evaluate the torus and hypercube as the networks scale from
8 to 256 switches. Performance of the SDN frmaeworks for both topologies
is also compared to conventional Spanning Tree Protocol (STP). Similar
parameters investigated like throughput, latency, jitter and number of lost
packets and from the results we conclude that the throughput is higher
by roughly 45% for the SDN test cases with 256 nodes compared to STP.
An improvement of 13ms in packet delay is also observed in the SDN test
cases. Loss rate is also reduced considerably for both topologies with at
least 7% by SDN. Connection stability is improved with SDN adoption by a
reduction of jitter with 50ms, measurement that applies to networks of 256
switches. This work proves that SDN architecture can bring a significant
performance boost in both torus and hypercube, by taking advantage of
the multitude of redundant links. The comparison between the topologies
remains similar and applies to both studied frameworks. In this regard, hy-
percube presents superior performance for larger networks, above 64 nodes.

Paper F builds upon our previous work and offers an overview of the
total results and lessons learned. We extend our previously presented math-
ematical analysis of high radix topologies (e.g., Torus, Hypercube) from
Paper D with regard to indications on performance, cost, latency and
complexity of implementation to include new topologies undergoing intense
studies in current data center networking research (i.e., fat tree and jelly-
fish). Using a similar testing environment (i.e., NS3) and configuration
parameters (i.e., 30% injection rate, uniformly distributed random traffic
and shortest path routing protocol) we demonstrated that the Fat Tree was
the lowest performing topology tested with a decrease of 70% in through-
put when scaling the networks from 8 to 512 nodes. Additional SDN versus
STP comparison is carried out for the jellyfish topology. The results show a
two-fold increase in performance for the SDN setup with 120 switches, with
the difference slowly decreasing as the network scales up to 256 nodes. The
average packet delay was considerably lower in the SDN scenario, with a
small dependence on the number of switches employed and presenting less
than 1/6th of the delay measured with STP for networks with more than



32 Description of Papers

150 switches. Network jitter and loss rate were also more favorable in the
SDN deployment with a reduction in jitter varying from 7% to 33%, Packet
loss between the two systems remain within a 2% difference range indepen-
dently of the number of switches. Our emulation results demonstrate that
the SDN deployments based on the studied topologies torus, hypercube and
jellyfish, considerably outperform the STP implementation in throughput,
latency, jitter and loss rate. This work strengthen the arguments refer-
ring to how SDN can be used to leverage the multiple redundant paths
in a network to achieve increased performance and more efficinet network
utilization.

2.3 Flexi-grid Optical Network Domain
Controller based on NETCONF/YANG

Paper G describes our work related to modeling of control plane configu-
ration data for flexible DWDM grid capable optical network devices (i.e.,
ROADMs, transponders, sliceable transponders, links and media channels).

We develop a scalable NETCONF /YANG flexi-grid optical domain con-
troller with a modular architecture and evaluate its functionality over a net-
work testbed composed of two physical Slice Bandwidth Variable Transpon-
ders and an emulated flexible DWDM grid network. We develop the soft-
ware following a modular architecture based on Finite State Machines
(FSMs) which allows us to define an asynchronous, non-blocking commu-
nication between the modules. The FSM structure of the Network Driver
allows for message pipelining and the resulted multi-threaded and fault
tolerant implementation presents good scaling capabilities. The modular
aspect allows the flexibility to deploy the controller in either a centralized
or in a distributed state. In the centralized deployment, all modules (i.e.,
Network, Device, Southbound and Northbound Interfaces) are deployed in
a single application (i.e., JVM) targeted for a ISP central office. The dis-
tributed option decouples the device agents which are spawned in the same
location as the physical devices, (i.e., Point of Presence - PoP - hosting the
network ROADMSs). One major advantage from this approach would be
on-the-fly SSL encryption provided by the development toolkit (i.e., akka)
underlying remote message exchange that establishes a secure management
connection between the central office and the remote PoPs. By testing the
startup time and media channel configuration time (i.e., between end point
phisical SBVT and through the emulated ROADM network) together with
their components, in both distributions, at various network sizes (i.e., from
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1 to 64 nodes), we are able to compare both distributions as well as asses
the network scalability effects. Results demonstrate that our developed
software is scalable by maintaining a relatively constant startup time for
the networks tested (i.e., 1 to 64 nodes) of about 920 ms and 1150 ms for
the centralized and distributed, respectively. Software scalability is also
supported by the media channel setup time, which presents a modest log
scale growth when increasing the number of nodes from 1 to 64. In both
tests the centralized version presents lower startup and configuration times
due to overhead in the distributed deployment caused by additional remote
agent initialization procedures, encryption and java serialization.

As an additional contribution, the northbound interface of our domain
controller was developed to support IETF flexi-grid specifications and offers
a standard aggregated view of the network topology (i.e., IETF-network-
topology) towards a higher hierarchical SDN or a multi-domain controller.
Our controller successfully validates the coherent architecture of the IETF
flexi-grid model and in the process, analyses and compares the most widely
accepted and early specification information models (i.e. OpenROADM,
OpenConfig, IETF flexi-grid), which represent one of the main interests of
current research in the field of control and management of optical commu-
nications.
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Chapter 3

Conclusions

3.1 Conclusion

This work presents a holistic approach to next generation fixed-mobile
converged optical networks by tackling three fundamental segments: ac-
cess/aggregation with a focus on architecture and functionality of NG-
PoPs, intra and inter data center network solutions for high performance
distributed NG-PoPs.

3.1.1 Next Generation Fixed-Mobile Converged Networks

Current mobile, fixed and wireless networks have evolved independently
and as a consequence the network structure, devices, implementation, func-
tionality are very different. This work pre This work regards FMC as one
of the key strategies for next generation network architectures aiming to
provide a better user experience while reducing overall cost and simplifying
network operation and control through unified, access-agnostic, network
functions. In order to achieve these objectives true convergence needs to
be accomplished at both structural (i.e., shared network and infrastruc-
ture resources) and functional level (i.e., use of a generic universal set of
functions to service all user connection types). Based on our analysis and
on our integrated FMC demonstration, we envision the NG-PoP as the
key element for both structural and functional convergence. On a struc-
tural level, it has been proven in Papers A B that WDM-PON systems
in combination with our proposed low-latency cross connect can serve as
a shared transparent and transport solution compliant even with the most
rigid mobile baseband requirements (i.e., latency, jitter bandwidth). From
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a functional perspective, using SDN and NFV implementations inside the
NG-POP, on-the-fly network and computational resource provisioning is
accomplished for a series of services and universal functions (e.g., univer-
sal authentication, user mobility, function migration, content caching and
serving etc.) as demonstrated in Papers B and C. In addition, SDN/NFV
demonstrate an appealing multi-operator network sharing capability where
multiple virtual instances of network functions inside the NG-POP, as well
as virtual networks can be deployed over the same infrastructure.

3.1.2 Data Center Networks

Data center network display a rich and diversified design space. By evalu-
ating the characteristics and performance for a set of highly interconnected
topologies (i.e., torus, hypercube, jelly fish, fat tree) in Papers C and
E, we infer that, even though the cost indications and performance met-
rics (i.e., bandwidth, latency, jitter, lost packets) are similar for all studied
topologies with under 64 nodes, clear superior operations are displayed by
the hypercube followed by the torus, on the downside of wiring complexity
and scalability cost.

Focusing on control plane optimizations, we demonstrate in Papers D
and E that, by employing an SDN-based centralized control plane even with
a simple shortest path algorithm implementation, all topologies present sig-
nificant performance improvements compared to conventional STP, reach-
ing up to 45% more throughput in the case of hypercube for networks of
256 switches.

3.1.3 Control Plane for Inter-Data Center EONs

In Paper G, we proposed a scalable and modular flexi-grid optical domain
controller based on Finite State Machines (FSMs). A key feature of our
controller is represented by the deployment flexibility: centralized or dis-
tributed for added on-the-fly encrypted device configuration connections.
Through our implementation of a flexi-grid optical domain controller, we
validate the coherent architecture of the IETF flexi-grid model as well as
demonstrates its practical application. A practical assessment of the model
leads us to the conclusion that IETF flexi-grid YANG schema is mostly
tailored towards network configuration however not towards monitoring.
Therefore, additional extensions are required in order to support monitor-
ing capabilities (e.g., pre-FEC BER, Q factor etc.) and allow dynamic
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reconfiguration of optical parameters based on changes in transmission fac-
tors.

By identifying and evaluating fundamental performance characteristics
for our controller (i.e., startup time and media channel configuration time),
together with their components, we demonstrate the scalability of our soft-
ware. Both centralized and distributed approaches display relatively small
influences on performance when startup and synchronization occurs. How-
ever, a modest logarithmic scale increase in delay for media channel setup is
observed on network scaling. The FSM structure of the Network Driver al-
lows for message pipelining and the multi-thread implementation presents
good scaling capabilities. In both tests the centralized version presents
lower startup and configuration times due to overhead in the distributed
deployment caused by additional remote agent initialization procedures,
encryption and java serialization.

3.2 Future Work

An overall extension of our work can be oriented towards developing a
multi-domain control plane covering all three networking segments with
the scope of providing an end-to-end service path orchestration spanning
over the different domains. Communication and synchronization between
the various domain controllers could be accomplished in two ways. One
option would be to introduce a master orchestrator/controller in a hierar-
chical fashion with an overview of all interconnecting domains and capable
of computing an end-to-end path across various domains. In this case re-
dundancy and failure mechanisms should be addressed as t