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Abstract

Various nanophotonic structures are studied theoretically using the Fourier modal
method (FMM), including ridge waveguides, 2D photonic crystals and nanowires.
A FMM with open boundary conditions in Cartesian coordinates is developed,
implemented and tested. We find that an efficient sampling of the k-space leads
to faster convergence as compared to the standard equidistant sampling.
Using a Fourier-based Bloch mode expansion technique, a photonic crystal
waveguide side-coupled to a microcavity and embedded with a partially transmit-
ting element (PTE) is investigated. We demonstrate how the symmetry of the
Fano-shaped transmission spectrum is controlled by the PTE-cavity distance.
All-optical mapping of the position of single quantum dots embedded in tapered
nanowires is demonstrated. We show that the far-field patterns of the quantum
dots reveal their lateral position by comparison with simulations. We estimate
the positioning uncertainty to be on the order of 10-15 nm.
The optimal design for obtaining a high Purcell enhancement and source effi-
ciency of a truncated nanowire placed on a gold-silica mirror is determined using
a single-mode model and a model including all optical modes. In the design pro-
cess, we identify a breakdown of the single-mode model in computing both the
Purcell enhancement and the source efficiency. We provide simple physical expla-
nations of this breakdown, by analysing the influence of radiation and evanescent
modes.
Finally, a quantum dot placed in a Fabry-Perot cavity realised by embedding two
mirrors in a high-β waveguide is considered. We develop a quantum mechanical
model, which correctly accounts for both the cavity and the waveguide effects.
Our model reveals a new design strategy for solid state single-photon sources,
where a quantum dot embedded in a long Fabry-Perot cavity in high-β waveg-
uides are shown to emit photons with simultaneous high indistinguishability and
efficiency.
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Resumé

Diverse nanofotoniske strukturer bliver undersøgt teoretisk ved brug af Fourier
modal metoden (FMM), herunder kantede bølgeledere, 2D fotoniske krystaller
og cylindriske nanotråde.
En FMM med åbne grænsebetingelser i kartesiske koordinater udvikles, imple-
menters og testes. Vi konkluderer, at en effektiv udvælgelse af k-rummet fører til
hurtigere konvergens sammenlignet med en standard ækvidistant diskretisering.
Ved brug af en formalisme baseret på en ekspansion på Bloch-modes, undersøges
en fotonisk krystal bølgeleder sidekoblet til en mikrokavitet og indlejret med et
delvist transmitterende element (PTE). Vi demonstrerer, hvordan symmetrien af
det Fano-formede transmissionspektrum kontrolleres af afstanden mellem PTE
og kavitet.
En udelukkende optisk bestemmelse af individuelle kvantepunkters position,
som er indlejret i en tilspidset nanotråd, demonstreres. Vi viser, hvordan fjern-
feltsmønsteret af kvantepunkterne afslører deres laterale position ved sammen-
ligning med simuleringer. Vi estimerer usikkerheden på positionsbestemmelsen
til at være i omegnen af 10-15 nm.
Det optimale design for at opnå en høj Purcell forstærkning og kildeeffektivitet
af en trunkeret nanotråd placeret på et guld-silica spejl bestemmes ved brug af
en enkelt-mode model og en model inkluderende alle optiske modes. I designpro-
cessen identificerede vi et sammenbrud af enkelt-mode modellen ved udregningen
af både Purcell forstærkningen og kildeeffektiviteten. Vi giver simple fysiske
forklaringer af dette sammenbrud ved at analysere indflydelsen af ikke-guidede
og uddøende optiske modes.
Til sidst undersøger vi en struktur, hvor et kvantepunkt er placeret i en høj-β
bølgeleder med spejle indlejret på hver side, som udgør en Fabry-Perot kavitet.
Vi udvikler en kvantemekanisk model, som på rette vis tager højde for både
kavitets- og bølgeledereffekterne. Brugen af vores model fører til en ny design-
strategi for faststof-enkeltfotonkilder, hvor vi viser, at et kvantepunkt placeret i
en lang Fabry-Perot kavitet i høj-β bølgeledere udsender fotoner med simultant
høj uskelnelighed og effektivitet.
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Preface

The research presented in the present thesis has mainly been carried out at DTU
Fotonik in the Quantum and Laser Photonics group1 headed by Professor Jesper
Mørk under the supervision of Associate Professor Niels Gregersen in the period
from March 2015 to June 2018. The thesis is part of Niels Gregersen’s LOQIT
project (www.loqit.fotonik.dtu.dk) funded by a Sapere Aude grant awarded
by the Danish Research Council for Technology and Production. From Febru-
ary 2017 to May 2017 I had an external research stay at CEA Grenoble in the
"Nanophysique et Semiconducteurs"-group under supervision of Researcher Julien
Claudon. The purpose of the stay was to support their experimental activities on
semiconductor quantum dots embedded in nanowires with my simulations and
the outcome is presented in Chapters 5 and 6.
The project has partly been affiliated with the NAnophotonics for TErabit Com-
mounications (NATEC) Centre of Excellence headed by Professor Jesper Mørk,
where especially the research on Fano resonances in photonic crystal cavity-
waveguide structures presented in Chapter 4 ties closely to the NATEC activities.
The thesis covers both fundamental method development for simulating open
nanophotonic systems as well as more device specific calculations. The experi-
mental results presented in Chapter 5 have been carried out at CEA Grenoble by
Ph.D.-student Romain Fons under supervision of Julien Claudon. I was thrilled
to see the good agreement between simulations and experiments, and I am very
grateful for the hard work by Romain on the experimental setup.
The work in the present thesis would not have been possible without the support
by a number of people. First and foremost, I am grateful for the guidance and
input by my supervisors, which kept pushing the research in an interesting direc-
tion. I thank Niels for always having time to discuss the details of my research,
and for introducing me to many of his collaborators and involving me in their
joint activities. It has been very inspiring to work with you. I thank Jesper for
being a great group leader, whose insight in all activities in our group ranging
from classical signal processing to open quantum systems theory truly amazes
me.

1Formerly known as the Theory & Signal Processing group. Our group name was changed
in September 2017.

v

www.loqit.fotonik.dtu.dk


vi

I thank all the group members of the Quantum and Laser Photonics group for
making a great research environment, where there is plenty of room for non-
scientific discussions during a normal working day. I always look forward to our
daily 14.45 coffee break - especially the cookies. A special thank goes to Teppo
for guidance on the details of the open-geometry Fourier modal method and for
always being very positive and open for a discussion. I would also like to thank
Jakob, who woke my interest in nanophotonics engineering through a 3-week
project during the first year of my master studies.
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Introduction

In 1865 James Clerk Maxwell published his famous Maxwell’s equations in the
article entitled ’A Dynamical Theory of the Electromagnetic Field’ [1], and in
1884-1885 these equations were reformulated to the differential form we know
today by Oliver Heaviside [2]. Maxwell’s equations implies that light propagates
as electromagnetic waves, and in 1905 Albert Einstein added that a beam of
light actually consists of a stream of individual wave packets [3] (these were
later named photons), which lead to the wave-particle duality that initiated the
development of quantum mechanics. Today a whole range of technologies exists,
which are build on the physical laws formulated by Maxwell and Einstein from
over a century ago. In the pursuit of making these technologies more efficient
and compact, the devices are structured on a decreasingly smaller scale.

Nanophotonic devices

Nanophotonic devices are a broad term covering numerous technologies, where
the structuring of the materials on the nanometer scale is important for the
performance of the device. Within classical applications these includes vertical-
cavity surface-emitting lasers (VCSEL) [4–6], photonic crystal (PhC) lasers [7–9],
signal-processing such as switching [10] and pulse carving [11], and the whole field
of integrated photonics.
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4 Introduction

(a) (b) (c)

(d) (e) (f)

Figure 1.1: Illustration of different designs of single photon sources (SPS). Nanowire
with (a) a needle out-coupling taper and (b) a trumpet out-coupling taper, (c) micropillar,
(d) planar dielectric antenna, (e) terminated PhC W1 waveguide and (f) PhC L3 cavity.
The illustrations are from Ref. [22] and the SEM images in (a-b) are from Ref. [23]

Due to the continuous improvement of the fabrication techniques, nanophotonic
devices are believed to be a key technology in the development of the optical
quantum computer [12–15], proposed by Knill, Laflamme and Millburn (KLM)
in 2001 [16]. Here they showed that quantum computing is possible using only
linear optical elements, such as beam splitters, phase shifters and mirrors, to-
gether with single-photon sources (SPSs) and photo-detectors. However, the
KLM scheme suffers from being probabilistic and several ways to improve the
scheme has been suggested, which are discussed in the review article Ref. [13].
The optical quantum computer is a technology for the future, however, quantum
cryptography is already on the market. One way to realize quantum cryptogra-
phy is to use quantum key distribution as suggested by Bennett and Brassard
in 1984 with their BB84 protocol [17]. Entangled photon pairs are central to
their scheme, and thus an efficient source producing these are needed [18–20].
Thus both the optical quantum computer and quantum cryptography relies on
efficient sources of quantum light, for which the performance is characterised by
the indistinguishability, purity and efficiency. Thus the development of efficient
quantum light sources are key for both the optical quantum computer, quantum
cryptography and for the quantum internet [21].

The indistinguishability of photons is a quantum mechanical property describ-
ing how well the wave-packets overlap in energy, space, time and polarization
[24]. The efficiency of quantum light sources is a measure of how many of the
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emitted photons are collected by a lens or a waveguide, whereas the brightness
is defined as the number of photons collected per excitation pulse into the first
lens [25]. Single-photons are emitted by atoms and atomic like structures such as
molecules [26], semiconductor quantum dots (QDs) [25, 27–29] and NV-centres
[30], or are generated by non-linear processes such as spontaneous parametric
down-conversion (SPDC) [31]. Only the semiconductor QD micropillar struc-
tures have demonstrated simultaneous high indistinguishability, efficiency and
brightness [25, 29]. In order to enhance both the efficiency and indistinguisha-
bility of QD semiconductor structures, several design strategies have been inves-
tigated and some of these are illustrated in Fig. 1.1, where a quantum emitter
is embedded in different photonic structures such as nanowires in (a-b) [27, 32],
(c) micropillar cavities [25, 29], (d) planar dielectric antennas [26, 33], (e) PhC
waveguides [28] and (f) PhC L3 cavities [34]. Generally the best approach is not
known, and for both the classical and quantum nanophotonic devices, optimal
designs are not identified in the laboratory, since this would be both very ineffi-
cient and expensive. Instead numerical simulations and modelling of the devices
are necessary, and for that a range of different techniques exist.

Topics of thesis

In the Quantum and Laser Photonics group at DTU Fotonik 1, we have a close
collaboration between our theoretical and experimental activities, where the the-
orists in general design and model nanophotonic devices. In my master and the
beginning of my Ph.D.-project, I investigated a photonic crystal Fano structure
(to be presented in Chapter 4), which for now has primarily classical applica-
tions within e.g. signal processing [11] and self-pulsing nanolasers [9, 35]. My
Ph.D. is part of the LOQIT-project2, where our aim is to develop high efficiency
single-photon and entangled photon pair sources for quantum cryptography and
quantum information processing. Specifically, we want to establish the physical
understanding needed for engineering sources with simultaneous high indistin-
guishability and near-unity efficiency. Thus I have moved from classical applica-
tions towards quantum applications during my studies, however without changing
the methodology, which remains classical. Initially, my primary tasks was to de-
velop on the Fourier model method, both in terms of the computational efficiency,
boundary conditions and expanding the range of structures it can handle. How-
ever, during my Ph.D., we got a lot of requests for calculations from experimental
groups outside DTU on specific nanophotonic devices with applications within
quantum information technology. This shifted our focus from method develop-
ment to more device specific calculations, since we find the interplay between
experiments and simulations/theory both very interesting and important. Thus

1Formerly, known as the Theory & Signal-Processing group. Our group is part of the
Nanophotonics section, which consists of four research groups.

2Linear optics for quantum information technology. Website: loqit.fotonik.dtu.dk

http://www.loqit.fotonik.dtu.dk/


6 Introduction

we only develop on the existing simulation tools in Chapter 3, whereas Chapters
4-7 are concerned with the physics and performance of specific devices.
My external stay at CEA in Grenoble with Julien Claudon is a result of our close
collaboration with their experimental activities, where we deliver the theory and
modelling of their devices. During my stay, I shared office with fellow Ph.D.-
student Romain Fons, who carried out the experiments presented in Chapter 5.
Sharing office with him was extremely fruitful, since we had very different views
on the same physical phenomena, which lead to interesting discussions on the
physics in the needle nanowires investigated in Chapter 5.
Commonly for all the chapters is that the workhorse is the Fourier modal method
(FMM), due to the physical insight inherently provided by the technique 3. The
method will be used on ridge waveguides (3D structure), 2D photonic crystals
(PhC, 2D structure) and on nanowires (rotationally symmetric structure), un-
derlining the diversity of problems the FMM is able to solve. The FMM also has
some drawbacks, including convergence difficulties for resolving large discontinu-
ities, and that tapers and PhC holes are described with a staircase approximation
reducing the computational efficiency. Furthermore, the FMM is not universal,
meaning that it will be very efficient for structures with rotational and/or transla-
tional symmetry, and very inefficient for more advanced structures, e.g. topology
optimized structures [36], and L5 and L9 PhC cavities as recently reported in
Ref. [37].

Overview

The present thesis, as stated above, contains both method development, which
adds to the functionality of the FMM, and applied nanophotonics engineering,
where specific structures are investigated using the FMM in different forms. The
thesis is therefore divided into two parts and eight chapters as listed below.
Part 1: Background, theoretical foundation and methodology In this
part we introduce nanophotonic engineering on a general basis and develop new
simulations tools. The part consists of the current chapter, and Chapters 2 and
3:

Chapter 2 We present the theoretical concepts central for the thesis. The
chapter starts at the true foundation of nanophotonic engineering by pre-
senting Maxwell’s equations and the Lorentz recriprocity theorem. There-
after we briefly review different techniques for solving Maxwell’s equations
followed by a section presenting the FMM in general terms. We provide
an overview of the different types of boundary conditions, which are im-
portant to consider for especially open systems. The β-factor and Purcell

3In Chapter 7 the FMM plays a minor role as compared to the other chapters.
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enhancement is presented and the chapter ends with the near-field to far-
field transformation in cylindrical coordinates.

Chapter 3Open boundary conditions are the ideal choice for open systems,
and here we present our open-geometry Fourier modal method (oFMM) in
3D Cartesian coordinates. We show the importance of sampling the k-space
in a clever way for faster convergence, and demonstrate our technique by
calculating the emission rates and β-factor for a dipole embedded in a ridge
waveguide, as well as the reflectivity of a metallic mirror.

Part 2: Applied nanophotonics engineering Specific nanophotonics struc-
tures are modelled using the FMM, in order to obtain insight on the physics of
the devices.

Chapter 4 Using a Fourier-based Bloch mode expansion technique we
consider a photonic crystal waveguide structure coupled to a microcavity.
In the waveguide, we place a partly transmitting element (PTE) and we
show how the spectral symmetry (parity) of the resulting Fano resonance
depends on the distance between the PTE and the microcavity.

Chapter 5 InGaAs QDs embedded in GaAs nanowires are positioned ran-
domly in the lateral plane due to the growth method. In this chapter, we
present an all-optical mapping technique for determining the position of the
QDs from far-field measurements.

Chapter 6 The source efficiency and Purcell enhancement of a dipole em-
bedded in a truncated nanowire placed on a gold-silica mirror is investigated
using a single-mode model and a model including all modes. We identify
a breakdown of the single-mode model for computing both the Purcell en-
hancement and source efficiency, and provide simple physical explanations
for this.

Chapter 7When computing the indistinguishability and efficiency of single-
photon sources (SPS), one needs to include the interaction with phonons,
which is only possible with a quantum mechanical description. We present a
model, which correctly accounts for the inherently high β-factor of nanowire
SPSs not included in the current models, and identify a new design strategy
for obtaining simultaneous high indistinguishability and efficiency.

The thesis ends with Chapter 8, where we will summarize the conclusions of the
thesis and provide an outlook.
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Theory of nanophotonics
engineering

In this chapter, the theoretical foundation for the rest of the thesis will be laid.
The purpose of the chapter is to introduce the general concepts, which the present
thesis is based upon, rather than deriving all equations from first principles.
In Section 2.1 Maxwell’s equations are presented, as they form the basis of all
photonics engineering. In the same section the Lorentz reciprocity theorem is
presented, since it is the starting point for calculating the coupling of a dipole
emitter to the surrounding photonic environment. Numerical techniques are often
needed for solving Maxwell’s equations and a brief review of the most common
methods are found in Section 2.2. The workhorse for all the optical simulations
presented throughout the thesis is the modal method in different formats. Thus
we present an overview of the modal method in Section 2.3. Section 2.4 presents
different types of boundary conditions as these are essential for the convergence of
optical simulations. In Section 2.5 the spontaneous emission rate and the β-factor
will be introduced in general terms, and the chapter ends with Section 2.6, where
the near-field to far-field transformation is presented in cylindrical coordinates.

9
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2.1 Maxwell’s equations

Most of the work presented in the present thesis relies on solving Maxwell’s
equations in different nanophotonic structures. Maxwell’s equations in the basic
differential form are [38, 39]

∇×E (r, t) = −∂tB (r, t) , (2.1a)
∇×H (r, t) = ∂tD (r, t) + J (r, t) , (2.1b)
∇ ·D (r, t) = ρ (r, t) , (2.1c)
∇ ·B (r, t) = 0, (2.1d)

where E, B, H and D are the electric field, the magnetic induction, the magnetic
field and the electric displacement, respectively, while J and ρ are the free current
density and free charge, respectively. Using the harmonic time dependence

F (r, t) = F (r) exp (−iωt) , (2.2)

for all fields and functions in Eqs. (2.1), Maxwell’s equations in the frequency
domain are obtained

∇×E (r) = iωB (r) , (2.3a)
∇×H (r) = −iωD (r) + J (r) , (2.3b)
∇ ·D (r) = ρ (r) , (2.3c)
∇ ·B (r) = 0. (2.3d)

For now the spatial dependence of the fields and functions in Eqs. (2.3) is
suppressed in the interest of a leaner notation. The constitutive relations for
non-magnetic and non-dispersive media relates the electric field with the electric
displacement, and the magnetic field with the magnetic induction as

D = ε0εE, (2.4a)
B = µ0H, (2.4b)

where ε0 and µ0 are the vacuum permittivity and permeability, and ε is the
relative permittivity (also known as the dielectric function), which in general
is a function of both space and frequency. However, in this thesis the frequency
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dependence of the dielectric function is generally neglected unless otherwise spec-
ified. Inserting Eqs. (2.4) into Eqs. (2.3) leads to the following form of Maxwell’s
equations

∇×E = iωµ0H, (2.5a)
∇×H = −iωε0εE + J, (2.5b)

ε0∇ · εE = ρ, (2.5c)
∇ ·H = 0. (2.5d)

For all structures considered in this thesis there are no free charges i.e. ρ =
0. The energy flux density (energy per unit area per unit time) carried by an
electromagnetic field is given by the Poynting vector [40]

S = E×H. (2.6)

In general, we are often more interested in the time-averaged Poynting vector
describing the average power per unit area given as [41]

〈S〉 = 1
2 Re (E×H∗) . (2.7)

Lorentz reciprocity theorem

Lorentz’ reciprocity theorem follows from Maxwell’s equations and reads as fol-
lows [39]

∫
S

(E1 ×H2 −E2 ×H1) · n̂dS =
∫
V

(J1 ·E2 − J2 ·E1) dV, (2.8)

where the electromagnetic fields [E1(2),H1(2)] are produced by the current source
J1(2) at frequency ω. This theorem is used for determining the dipole excitation of
eigenmodes in photonic structures. It will be used for the Fourier modal method
in both Cartesian and cylindrical coordinates.

2.2 Modelling techniques

There are numerous numerical methods for solving Maxwell’s equations (2.1) in
nanophotonic structures. Depending on which properties one wish to compute
each method has its advantages and disadvantages. In the present thesis we are
especially interested in the following very specific properties of the nanophotonic
structures: the scattering coefficients, the spontaneous emission rate into both
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guided and radiation modes, and the spatial distribution of the guided modes.
Below the ability of the most common numerical techniques to compute these
properties will be reviewed, which will serve as the motivation for using the
Fourier modal method (FMM) throughout the present thesis.

The finite-difference time-domain (FDTD) technique [42] is the most commonly
used method for simulating nanophotonic structures1. It is often being described
as a brute force method, since it directly solves Maxwell’s equations with no
further approximations. It is only the differential operators that are approximated
as finite-differences. FDTD has the advantage of being available in commercial
software packages such as Lumerical, however, this has the downside of often
being a black box, where you risk loosing physical insight. To my knowledge it
is quite difficult to get modal information using FDTD, meaning that scattering
coefficients, modal spontaneous emission rates and modal spatial distributions
are not easily accessible using FDTD.

Another commonly used technique is the finite element method (FEM) 2 [43].
In contrast to FDTD the differential operators of Maxwell’s equations are intact.
Instead the solution space is approximated as consisting of small patches on which
a number of basis functions 3 are provided for approximating the solution. The
patches with the local basis functions are called finite elements. These patches
are pieced together assuring the continuity of the tangential components of the
electric and magnetic fields. As for FDTD, commercial software packages based
on FEM like COMSOL and JCMwave are available, which is a huge advantage
of this technique. Using FEM it is possible to obtain the spatial distributions of
optical modes and thus also model knowledge of the spontaneous emission rates.
However, scattering coefficients are not straightforwardly extracted using FEM.
Both FDTD and FEM rely on discretizing the solution space, which makes them
quite memory demanding for 3D problems, especially for open systems where
a region outside the structure needs to be included with absorbing boundary
conditions.

The Green’s function integral equation method (GFIEM) is also a commonly
used technique, however to my knowledge no commercial software exists for this
method. GFIEM is especially useful for scattering problems, where the field at
all positions can be described as a sum of a field incident on the scatterer and a
scattered field [44, 45]. The scattered field is described as a sum of fields emitted
by a continuum of point sources located either inside or on the surface of the
scatterer, where the strength of each source is determined by the fields at that
position. By construction the GFIEM has open boundaries, meaning that it is
an ideal method for open systems. Whether you can extract modal information

1This is at least the impression I get at conferences.
2This assumption is again based on my conference participations.
3E.g. polynomials.
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regarding the spontaneous emission rates and scattering coefficients probably
depend on how you describe the Green’s function of the scatterer.
The last class of methods to be summarised here are the modal methods (MM),
where the structure is divided into uniform layers in a chosen propagation direc-
tion [46]. In each of these layers the electric and magnetic fields are described
as a superposition of eigenmodes, which can be determined semi-analytically 4

or numerically by expanding these on a set of basis functions, which leads to an
eigenvalue problem easily solvable in Matlab. The electromagnetic field in each
layer is then coupled together via the scattering matrix formalism. One of the
big advantages of using a MM is the direct access to each individual mode and
all the scattering coefficients associated with each mode. This enables easy cal-
culation of the Purcell enhancement and β-factor in nanophotonic structures. In
the following section we will provide a bit more details on the modal method.

2.3 The modal method

Throughout the present thesis, we will use the Fourier modal method (FMM)
in Cartesian coordinates for 3D (Chapter 3) and 2D systems (Chapter 4), and
in cylindrical coordinates for rotationally symmetric structures (Chapter 5 and
6). In Chapter 7 the modal method will be used in general terms, thus it will
not be specific to one coordinate system. Here we will not go into the details of
the FMM for each coordinate system with each type of boundary condition (see
Section 2.4), however, regardless of these the FMM is build on the same basis,
which we will provide here.
The basic assumption of the modal methods, is that the total electromagnetic
field can be described in a z-invariant section of the structure as a superposition
of forward and backward propagating eigenmodes [46]

F(r, ω) =
∑
j

ajf+
j (r, ω) exp (iβjz) + bjf−j (r, ω) exp (−iβjz) , (2.9)

where F is either the electric (E) or magnetic (H) field, fj is the j’th eigenmode,
aj(bj) is the modal expansion coefficient of the j’th forward (backward) prop-
agating eigenmode and βj is the propagation constant for the j’th eigenmode.
The superscript +(−) indicate the propagation direction of the eigenmode.
In order to determine the field in Eq. (2.9) the eigenmodes and the modal
expansion coefficients needs to be determined. The first step is to divide the
optical structure into uniform layers in the propagation direction, meaning that
the refractive index does not change along that direction [46, 47], as illustrated in
Fig. 2.1. The eigenmodes are expanded on a set of basis functions, and insertion

4At least for 2D and rotationally symmetric structures
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Figure 2.1: Division of a photonic structure into six layers of uniform refractive index
along the z-direction. The grey (white) area has refractive index n2(n1).

of this expansion into Maxwell’s Eqs. (2.5a) and (2.5b) assuming no free currents
(J = 0), leads to an eigenvalue problem, whose solutions gives the eigenmodes
and their propagation constants.
Having determined the eigenmodes, the modal expansion coefficients needs to be
found. These are found in 2 steps. First the reflection and transmission matrices
between adjacent layers are found by matching the electromagnetic field at the
interface. Here we require that the tangential electric and magnetic fields are
continuous across the interface [46]. This condition leads to a transmission and
a reflection matrix that couples the eigenmodes in the adjacent layers across the
interface.
The next step is to take the scattering at all interfaces into account. For sim-
plicity, we consider the structure in Fig. 2.1 and illuminate it from the bottom
with the fundamental mode of the first layer (i.e. a = δ1j). At the first interface
between layer 1 and 2, it will be partly reflected and partly transmitted. The
transmitted part will reach the second interface between layer 2 and 3, where it
is again partly transmitted and reflected. The reflected part travels backwards
towards the interface between layer 1 and 2, where it is partly reflected and trans-
mitted. The result is that in each layer we have in principle an infinite number
of roundtrips of light that is partly transmitted and reflected at the interfaces.
In order to describe this correctly we use the scattering matrix formalism [46],
which is a cyclic procedure for computing the reflection and transmission matri-
ces relating layer q and q′. We start by finding the scattering matrices for layer
1 and 2, then for layer 1 and 3, layer 1 and 4, and so on, until we have repeated
the procedure for all interfaces. This gives us access to all the modal excitation
coefficients through the structure, and thus also the coupling between all modes.
As will be shown throughout the present thesis, this feature is advantageous for
obtaining a physical intuition and understanding of the observed phenomena.
In Chapter 3 the Fourier modal method in 3D Cartesian coordinates and with
open boundary conditions will be derived, implemented and tested. Chapter 4
uses a Fourier-based Bloch mode expansion technique in order to exploit the
periodicity of the photonic crystal structure under investigation. This technique
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Figure 2.2: The dielectric profile of a waveguide in a geometry with (a) closed boundary
conditions, (b) periodic boundary conditions, (c) absorbing boundary conditions and (d)
open boundary conditions.

is well established, and a good description of the details is found in Ref. [46].
For Chapters 5 and 6 we use the Fourier modal method in cylindrical coordinates
and with open boundary conditions, which was recently developed in Ref. [48],
where the derivation of the formalism and the eigenvalue problem is found.

2.4 Boundary conditions

In computational photonics it is very important to consider the right choice
of boundary conditions for the computational domain. In this section a small
overview of the different types of boundary conditions will be provided. Exten-
sive details on the implementation of open boundary conditions in the Fourier
modal method using Cartesian coordinates will be given in Chapter 3.

Closed boundary conditions

Closed boundary conditions is probably the simplest boundary condition, where
it is required that the electric (magnetic) field is zero at the boundary of the
computational domain. The structure of interest is placed in a box of length Lx
with walls being a perfect electric (magnetic) conductor such that [39]

E(H)|| (0) = E(H)|| (Lx) = 0. (2.10)

Fig. 2.2(a) illustrates the closed geometry for a slab waveguide. Care should
be taken when using closed boundary conditions since these leads to artificial
reflections from the boundary of the computational domain.

Periodic boundary conditions

Periodic boundary conditions is normally used in the Fourier modal method,
where the eigenmodes are expanded on Fourier series [46]. For a periodic structure
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the Bloch theorem is employed, which requires that the field after one period
reproduces itself multiplied with a phase term as [39, 49]

E (x+ Lx) = E (x) exp (iα) , (2.11)

where α can be freely chosen from the outset [46]. Fig. 2.2(b) illustrates a
periodic geometry. Again if you are to perform computations on an open system,
care should be taken when using periodic boundary conditions, since you will have
interference between the neighbouring structures in your computational domain.

Absorbing boundary conditions

Implementing an absorbing boundary condition is a way to reduce the artificial
reflections from the computational boundaries inherent for periodic and closed
boundary conditions in open systems [50]. The mostly used absorbing boundary
are the perfectly matched layer (PML) [42], which was proposed in Ref. [51]
in 1994 for the finite-difference time-domain technique. For eigenmode expan-
sion techniques PMLs are still the standard boundary condition for open systems
[47, 52–54]. In short, PMLs are absorbing boundary regions surrounding the
computational domain in which out-going electromagnetic energy is dissipated.
The PMLs are perfectly matched to the computational domain in order to reduce
reflections at the interface between the PML domain and the computational do-
main. However, it should be noted that PMLs are an artificial boundary and con-
vergence issues has been reported for a FMM implementation [50]. For correctly
implemented PMLs these converge towards the true open boundary conditions.
Fig. 2.2(c) sketches a PML for a waveguide geometry.

Open boundary conditions

Open boundary conditions allows outgoing waves to propagate to infinity with
no artificial reflection, as illustrated in Fig. 2.2(d). For simulation techniques
relying on a spatial discretization such as FEM and FDTD, open boundaries are
not possible. However, for the FMM, where the fields are expanded on Fourier
series it is possible to expand these on Fourier integrals instead, which in principle
gives the exact description of the fields. Extensive details on the implementation
of open boundaries in the FMM for 3D Cartesian coordinates will be given in
Chapter 3, which is based on the same ideas of an efficient discretization of k-
space for the Fourier integrals as was first proposed in Ref. [48].
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2.5 Spontaneous emission rate and β-factor

Until Purcell’s analysis in 1946 [55] spontaneous emission by a quantum emitter
was considered an intrinsic property independent of the surrounding photonic
environment [56]. He discovered that the spontaneous emission rate, γ, of an
emitter in a resonant cavity is enhanced by a factor proportional to the ratio
between the quality factor Q and the mode volume V of the cavity as compared
to the emission rate in a bulk medium, γ0. This factor is the well-known Purcell
factor and is given as

FP = γ

γ0
= 3

4π2

(
λc
n

)3 Q

V
, (2.12)

where λc is the resonant wavelength of the cavity and n is the refractive index of
the cavity medium. However, Eq. (2.12) only holds at the cavity resonance and
for an emitter located exactly at the field maximum [57].

A general expression for the spontaneous emission rate is given by Fermi’s golden
rule [56, 58] in the dipole approximation

γ = 2π
~
∑
f

∣∣∣〈f ∣∣∣ĤI

∣∣∣ i〉∣∣∣2 δ (ωi − ωf ) , (2.13)

where |i〉 denotes the initial state of the emitter with emission frequency ωi and
|f〉 any possible final state with frequency ωf . ĤI is the interaction Hamiltonian
between the initial and final state of the emitter and is in the dipole approximation
given as [56, 59]

ĤI = −p̂ · Ê, (2.14)

where p̂ and Ê are the dipole moment and electric field operators respectively.
In the present thesis, however, all calculations are done classically by use of the
dipole approximation, as the structures considered will be in the weak coupling
regime, where classical theory and quantum electrodynamics have shown to agree
on the effects of a cavity on the spontaneous emission rate [56, 60]. An exception
is made in Chapter 7, where we will use a quantum mechanical model to calculate
the indistinguishability and efficiency of a nanowire single-photon source, since
a classical model is not adequate in this case. In the dipole approximation, the
quantum emitter is treated as a classical dipole, and the light-matter coupling is
only dependent on the electric field strength at the emitter position. The spon-
taneous emission rate cannot be computed directly using the FMM, instead the
equality between the spontaneous emission rate and radiated power normalized
to their bulk values is used [56]
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γ

γ0
= P

P0
, (2.15)

where γ0(P0) is the spontaneous emission rate (radiated power) in a bulk medium.
The radiated power by a harmonically oscillating dipole in bulk is given analyti-
cally as [56]

P0 = |p|2

4πε0ε

n3ω4

3c3 , (2.16)

and the emitted power by a dipole in any linear medium is given by [56]

P = ω

2 Im [p∗ ·E(r0)] . (2.17)

Using a modal expansion technique Eq. (2.17) can be modified to provide the
power emitted into a specific optical mode (eigenmode) m by only evaluating the
electric field strength of the specific mode at the dipole position [48]

Pm = ω

2 Im [p∗ ·Em(r0)] . (2.18)

The access to all modes provided by the FMM is a very strong feature, since
we can easily compute the power emitted into each mode. This is especially
advantageous for computing the β-factor, which is defined as the ratio of the
total emission going into the fundamental mode of a waveguide structure

β = Pm
PTot

. (2.19)

The β-factor is an important parameter for the performance of a whole range of
nanophotonic devices e.g. lasers and SPSs, and therefore precise computations
of this is very important.

2.6 Near-field to far-field transformation

The FMM is usually used within nanophotonics to compute scattering coeffi-
cients, optical modes and near-fields of dipoles embedded in optical structures.
However, for nanowire structures with an out-coupling taper [27, 32, 61, 62] the
far-field is often of interest, since the shape and size of the far-field defines the
collection efficiency [23, 62, 63]. In Chapters 5 and 6 the far-field is investigated
for a needle nanowire and a truncated nanowire (denoted a nanopost). This sec-
tion provides the basic formulas for the near-field to far-field transformation in a
cylindrical coordinate system supported by derivations in Appendix A.
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In a spherical coordinate system the radial components of the far-field from a
point source are negligible [56, 64], such that Er ' Hr ' 0. The remaining
components of the far-field in free space are [64]

Eθ ' −
ik0 exp (−ik0r)

4πr (Lφ + η0Nθ) , (2.20a)

Eφ '
ik0 exp (−ik0r)

4πr (Lθ − η0Nφ) , (2.20b)

Hθ '
ik0 exp (−ik0r)

4πr

(
Nφ −

Lθ
η0

)
, (2.20c)

Hφ ' −
ik0 exp (−ik0r)

4πr

(
Nθ + Lφ

η0

)
, (2.20d)

where η0 =
√
µ0ε
−1
0 is the free space wave impedance. The functions Nθ, Nφ, Lθ

and Lφ are given by the equivalent currents on a surface S, which in a cylindrical
coordinate system are related as [64]

Nθ =
∫
S

[
Jr cos θ cos

(
φ− φ′

)
+ Jφ cos θ sin

(
φ− φ′

)
− Jz sin θ

]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
ds′,

(2.21a)

Nφ =
∫
S

[
−Jr sin

(
φ− φ′

)
+ Jφ cos

(
φ− φ′

)]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
ds′,

(2.21b)

Lθ =
∫
S

[
Mr cos θ cos

(
φ− φ′

)
+Mφ cos θ sin

(
φ− φ′

)
−Mz sin θ

]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
ds′,

(2.21c)

Lφ =
∫
S

[
−Mr sin

(
φ− φ′

)
+Mφ cos

(
φ− φ′

)]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
ds′.

(2.21d)

Here the observation point in the far-field is at (r, θ, φ) in spherical coordinates
and the source point on the surface S is given by the coordinates (r′, φ′) in cylin-
drical coordinates. The equivalent currents Jr, Jφ, Mr and Mφ are all functions
of (r′, φ′) and are related to the electric and magnetic field by the relations [64]

J = n̂×H, M = −n̂×E, (2.22)

where n̂ is the unit vector normal to the surface S. Eqs. (2.21) are simplified by
assuming a cosine/sine angular dependence of the equivalent currents such that
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Jr
(
r′, φ′

)
= Jr

(
r′
)

cos
(
nφ′

)
, Jφ

(
r′, φ′

)
= Jφ

(
r′
)

sin
(
nφ′

)
, (2.23a)

Mr
(
r′, φ′

)
= Mr

(
r′
)

sin
(
nφ′

)
, Mφ

(
r′, φ′

)
= Mφ

(
r′
)

cos
(
nφ′

)
. (2.23b)

Using this assumption and assuming that the surface is plane i.e. Jz = Mz = 0,
Eqs. (2.21) are simplified to

Nθ = −
∫

cos θ cos (nφ)
[
Hp(r′)Jn−1

(
−k0r

′ sin θ
)

+

Hm
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(2.24a)

Nφ =
∫

sin (nφ)
[
Hp(r′)Jn−1

(
−k0r

′ sin θ
)
−

Hm
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(2.24b)

Lθ = −
∫

cos θ sin (nφ)
[
Em(r′)Jn−1

(
−k0r

′ sin θ
)

+

Ep
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(2.24c)

Lφ =
∫

cos (nφ)
[
− Em(r′)Jn−1

(
−k0r

′ sin θ
)

+

Ep
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(2.24d)

where

H(E)m = H(E)r −H(E)φ, H(E)p = H(E)r +H(E)φ. (2.25)

In Appendix A the derivation of Eqs. (2.24) is found as well as the similar
expressions (Eqs. (A.7)) for the reverted cosine/sine dependence in Eqs. (2.23),
which has to be used for TE polarized light. More details on this matter will be
given in Chapter 5, where the far-field of a needle nanowire is used to determine
the approximate position of the emitting quantum dot. The far-field power is
computed using the time-averaged Poynting vector in Eq. (2.7).
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Modelling open nanophotonic
systems using the Fourier modal
method: Generalization to 3D

Cartesian coordinates

A lot of nanophotonic devices such as microcavity resonators [25, 29, 65], slow-
light waveguides [66–68] and single-photon sources [14, 22, 23] are open systems
with properties strongly dependent on their leakage of light into the surroundings,
which in principle extend to infinity. As mentioned in Section 2.2 only the Green’s
function integral equation approach has open boundaries [45], whereas the finite-
difference time-domain (FDTD) [42, 69] and the finite element method (FEM)
[43] inherently rely on a limited computational domain with efficient absorbing
boundary conditions (BCs) for treating open systems. Thereby, the widely used
FDTD and FEM techniques cannot fully account for the openness of a system,
and thereby correctly model radiative losses. Thus, careful treatment of the
computational domain boundaries is needed for simulations of open systems, in
order to avoid artificial reflections from the domain wall [51, 53, 54, 70].

The Fourier modal method (FMM) has until recently also relied on selecting
proper artificial absorbing BCs [50], and to circumvent this problem a new com-

21
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bination of an open BC and an efficient discretization scheme was developed in
Ref. [48] for the FMM, called open-geometry FMM (oFMM) in the following. In
Ref. [48] the formalism presented was limited to rotationally symmetric struc-
tures, and in this chapter we expand this formalism to model 3D structures in
Cartesian coordinates. For now the formalism is limited to handle structures with
layers surrounded by a bulk material, and the reason for this will be discussed
later in Section 3.4 and in Appendix B.5. As discussed in Sections 2.2 and 2.3
modal methods have some advantages regarding physical insight in nanophotonic
structures, and thus a modal method with open boundaries is a very powerful
tool, since you in principle can obtain a precise and correct description of all
modes in the structure.
Usually the basis functions in the FMM are plane waves expanded in a Fourier
series [71–73], which inherently assumes periodic BCs. Instead the open boundary
of the computational domain is obtained by using basis functions (plane waves
in Cartesian coordinates) that expand the whole infinite space and by using
the Fourier transform. This gives an exact description in the limit of continu-
ous k-space sampling, however the numerical implementation requires a discrete
sampling. In contrary to using Fourier series, we are free to choose the k-space
discretization, which enables a more efficient mode sampling. Using integrals
instead of series is not a novel approach, and has been used for both 2D [74]
and rotationally symmetric 3D structures [75–77], but without applying efficient
k-space discretization schemes. In [48] the oFMM approach based on open BCs
and a Chebyshev grid [78, 79] was developed for rotationally symmetric struc-
tures, a formalism we will expand to 3D Cartesian structures (3D oFMM) in this
chapter.
Due to the discretization of the k-space, Li’s factorization rules [71–73] should
ideally be applied in our 3D oFMM formalism. It turns out that in contrast to the
rotationally symmetric case, where Li’s factorization rules are straightforwardly
applied for any k-space discretization [48, 75], the inverse factorization rule can
only be applied for the conventional equidistant discretization scheme in our 3D
approach. However, we will show that an efficient sampling of the k-space and
using the direct factorization rule still leads to faster convergence compared to
traditional schemes using the correct factorization rules.
The present chapter has been published in Ref. [80] (J3), and thus any citations
should be directed to the journal publication. The author have contributed to
developing, implementing and testing the formalism and to writing the article.
The chapter is thus a slightly modified version of Ref. [80] in order to fit it into
the present thesis.
The chapter is organized as follows. Section 3.1 outlines the theory of the oFMM
approach. The details of the new discretization scheme are discussed in Section
3.2. The method is tested by calculating the dipole emission in a waveguide
and the reflection of the fundamental mode from a waveguide-metal interface in
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Section 3.3. After a discussion of advantages and limitations of the method in
Section 3.4, conclusions are drawn in Section 3.5, and detailed derivations of our
theory are provided in Appendix B.

3.1 3D open-geometry Fourier modal method

In this section, we follow the approach of Ref. [48] and generalize the results
for the 3D Cartesian coordinate system. We outline the derivation of the open
BC formalism and introduce the theoretical concepts required to understand
the results of the following sections. As important examples, we show how the
oFMM approach is applied to calculate the emission from a dipole placed inside
a waveguide and to compute the reflection from a waveguide-metal interface. In
Appendix B, we give the detailed derivations of the open geometry formalism,
discuss the applicability of Li’s factorization rules and show why our formalism is
currently limited to treating structures laterally surrounded by a bulk material.

Open boundary condition formalism

We use a complete vectorial description of Maxwell’s equations based on Fourier
expansion and open BCs to describe the electromagnetic (EM) fields in a z-
invariant material layer. The z dependence is treated in the standard way by
combining z-invariant layers using the scattering matrix formalism [46, 81]. It
is only the calculation of the lateral electric and magnetic field components of
the eigenmodes in each layer that is altered by the new oFMM formalism. The
eigenmodes then form the expansion basis for the EM field.

In the conventional FMM [46], the eigenmodes are computed by expanding its
field components as well as the permittivity profile in Fourier series in the lateral
coordinates (x, y) on a finite-sized computational domain, implying that these
functions vary periodically in these coordinates. In the open boundary formalism,
we instead consider an infinite-sized computational domain and employ expan-
sions in Fourier integrals. We use a plane-wave expansion as basis functions. In
the following, we describe the general steps and equations required to expand the
field components and to solve for the expansion coefficients and the propagation
constant. The specific equations and derivations are given in Appendix B and
are referred to throughout this section.

We start by considering a z-invariant part of the space where the lateral struc-
ture is defined by the relative permittivity ε(x, y) and impermittivity η(x, y) ≡
1/ε(x, y). For simplicity, we consider a non-magnetic material having vacuum
permeability µ0 and with no current sources and assume a harmonic time depen-
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dence on the fields. In such a region of space, Maxwell’s equations (2.5a) and
(2.5b) are written as

∇×E(x, y, z) =iωµ0H(x, y, z), (3.1a)
∇×H(x, y, z) =− iωε0ε(x, y)E(x, y, z), (3.1b)

where ω is the angular frequency and E and H are the vectorial electric and
magnetic fields respectively. We then write the fields in a component-wise rep-
resentation and introduce a z dependence of the form exp (iβz), where β is the
propagation constant of a particular eigenmode

∂yEz − iβEy = iωµ0Hx, (3.2)
iβEx − ∂xEz = iωµ0Hy, (3.3)
∂xEy − ∂yEx = iωµ0Hz, (3.4)
∂yHz − iβHy = −iωε0εEx, (3.5)
iβHx − ∂xHz = −iωε0εEy, (3.6)
∂xHy − ∂yHx = −iωε0εEz, (3.7)

The individual field components and the permittivity and impermittivity func-
tions are then expanded on basis functions g(kx, ky, x, y) = exp[i(kxx+ kyy)]
(corresponding to a plane wave expansion basis for harmonic time dependence)
as

f(x, y) =
∫ ∞
−∞

cf (kx, ky)g(kx, ky, x, y)dkxdky

'
∑
m

∑
l

cf (kmx , kly)g(kmx , kly, x, y)∆kmx ∆kly, (3.8)

where the basis function g(kx, ky, x, y) satisfy the following orthogonality condi-
tion

∫ ∞
−∞

g(kx, ky, x, y)g∗(k′x, k′y, x, y)dxdy = (2π)2δ(kx − k′x)δ(ky − k′y). (3.9)

The expansion coefficients in Eq. (3.8) are obtained by multiplying with g∗(k′x, k′y),
integrating over the transverse plane and using the orthogonality relation Eq.
(3.9) leading to

cf (kx, ky) = 1
(2π)2

∫ ∞
−∞

∫ ∞
−∞

f(x, y)g∗(kx, ky, x, y)dxdy. (3.10)
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In the last row of Eq. (3.8) the integral expansions are discretized using a Rie-
mann sum on a (kmx , kly) grid for numerical calculations. The double summation
over the indices m and l in Eq. (3.8) is valid for the conventional separable dis-
cretization scheme, where the discretization grid coordinates along the kx and ky
axes in k-space are defined independently of each other. However, when using a
non-separable representation as we will do in the following, the Riemann sum is
instead written as

f(x, y) '
∑
ξ

cf (kξx, kξy)g(kξx, kξy, x, y)∆kξ, (3.11)

where a single index ξ is used to describe the discretization points in the 2D
k-space and ∆kξ is the discretization area for the ξ’th k point. In the particular
case of the separable discretization in Eq. (3.8), we have ∆kξ = ∆kmx ∆kly. This
discretization area ∆kξ will generally vary as function of ξ. Furthermore, as will
be discussed in detail in Section 3.2, the selection of the wave number values
kξx and kξy defines the Fourier expansion basis. The computational efficiency of
our approach depends crucially on the choice of this expansion basis, as will be
apparent from the convergence analysis in Section 3.3.
The material properties of the structure are described by the permittivity and
impermittivity functions, which are written as a sum of a constant background
value and a position dependent deviation from the background value, as

ε(x, y) = εB + ∆ε(x, y), (3.12)

η(x, y) = 1
ε(x, y) = ηB + ∆η(x, y), (3.13)

where ∆ε(x, y) and ∆η(x, y) are functions with compact support, such that
∆ε = ∆η = 0 outside a finite domain. This description of the permittivity
and impermittivity functions can only be used for homogeneous backgrounds. If
the background consists of a substrate and air, this formalism breaks down as
discussed in Appendix B.5.
The expansion coefficients of the Fourier transform of the permittivity function
can then be written as

cε(kx, ky) = εBδ(kx)δ(ky) + c∆ε(kx, ky), (3.14)

where

c∆ε(kx, ky) = 1
(2π)2

∫ ∞
−∞

∫ ∞
−∞

∆ε(x, y)g∗(kx, ky, x, y)dxdy. (3.15)
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The Fourier transforms of the position dependent deviations, ∆ε and ∆η, are
thus obtained by calculating finite integrals, whereas the constant εB and ηB
contributions are handled analytically using Dirac delta functions.1

In order to factorize Eqs. (3.2)-(3.7) by insertion of the expansion in Eq. (3.8),
Li’s factorization rules [71, 73, 81] should be considered. Eqs. (3.2)-(3.4) and
Eq. (3.7) do not contain any products between two functions with concurrent
jumps (discontinuities) and therefore the direct rule applies in these equations.
Considering a rectangular waveguide in free space the product εEx,y in Eq. (3.5)
and (3.6) will be discontinuous when the field is parallel to an interface and
continuous for the direction perpendicular to an interface. In the latter case both
ε(x, y) and Ex,y(x, y) have concurrent jumps and the inverse rule should - ideally
- be used.
When expanding the field components using the separable discretization, we
treat the product of the permittivity function and the electric field components
in Eq. (3.1b) using Li’s factorization rules [71, 73, 81]. However, as discussed in
Appendix B.1 and B.2, this is not possible when using a non-separable discretiza-
tion. The details of the expansions are given in Eqs. (B.1)-(B.3), (B.7)-(B.8) and
(B.12)-(B.18).
After inserting the expansions into Maxwell’s equations and eliminating the z-
components of the EM fields, we arrive at two sets of equations coupling the
lateral field components (Eqs. (B.11) and (B.21) in Appendix B.1 and B.2)

[
kxε−1

Totky −kxε−1
Totkx + k2

0I
kyε−1

Totky − k2
0I −kyε−1

Totkx

] [
hx
hy

]
= ωε0β

[
ex
ey

]
, (3.16)[

−kxky k2
x − k2

0εy
k2

0εx − k2
y kykx

] [
ex
ey

]
= ωµ0β

[
hx
hy

]
, (3.17)

where ex, ey, hx and hy are the vectors of the expansion coefficients of Ex, Ey,
Hx, and Hy, respectively, and kx and ky are diagonal matrices of the discretized
kξx and kξy values. Furthermore, εTot = ∆ε∆k+ εBI with ∆ε being the Toeplitz
matrix defined below Eq. (B.9) in Appendix B.1, I is the identity operator and
∆k is the diagonal matrix containing the elements ∆kξ. When using a separable
discretization grid, εx and εy are given by Eqs. (B.17) and (B.18) in Appendix
B.2 respectively, and for a non-separable discretization grid εx = εy = εTot.
Combining Eqs. (3.16) and (3.17) allows us to compute, for example, the lateral
electric field components Ex,j(x, y) and Ey,j(x, y) of the eigenmode j and its prop-
agation constant βj , after which the lateral magnetic field components Hx,j(x, y)
and Hy,j(x, y) and the longitudinal field components Ez,j(x, y) and Hz,j(x, y) can
be derived using Eqs. (B.4) and (B.6). In Appendix B.1 and B.2, we show how

1Note that c∆ε(kx, ky) does not have the same physical dimensions as εB .
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Li’s factorization rules are correctly used with the oFMM based on equidistant
discretization. However, our non-separable "dartboard" discretization introduced
in Section 3.2 is not compatible with the inverse factorization rule, and for this
reason we employ only the direct factorization rule, which means that we use
εx = εy = εTot.

Field emitted by a point dipole

In the modal expansion method, the emission from a point dipole placed in a
photonic structure can be described [46] as an expansion of eigenmodes with ex-
pansion coefficients proportional to the electric field strength of the corresponding
eigenmode obtained from Eqs. (3.16)-(3.17) at the emitter position. The total
field emitted by a point dipole p placed at rpd inside a z-invariant structure is

E(x, y, z) =
∑
j

aj(rpd,p)Ej(x, y, z)

=
∑
j

∑
ξ

aj(rpd,p)cj,ξg(kξx, kξy, x, y)∆kξeiβj(z−zpd), (3.18)

where aj(rpd,p) is the dipole coupling coefficient to mode j given in Eq. (B.33)
in Appendix B.4, where it is derived using the Lorentz reciprocity theorem (Eq.
(2.8)) as in Ref. [46]. The coupling coefficient depends on the dipole position
rpd and dipole moment p through a dot product p · Ej(rpd). For the sake of
notational clarity, we omit these dependencies in the following. Furthermore, cj,ξ
are the expansion coefficients for mode j, and g(kξx, kξy, xp, yp) are the vectorial
plane wave basis functions.
The emitted field (3.18) consists of three contributions [82]: guided modes,
radiating modes, and evanescent modes. For a waveguide surrounded by air
each mode is classified based on their propagation constant βj as

k2
0 < β2

j ≤ n2
wk

2
0, Guided mode, (3.19a)

0 < β2
j ≤ k2

0, Radiation mode, (3.19b)
β2
j ≤ 0, Evanescent mode, (3.19c)

where nw is the refractive index of the waveguide. We will apply this classification
in Section 3.3 when we investigate the performance of the discretization schemes,
and in Chapters 5 and 6 for modes in rotationally symmetric structures.
Using Eqs. (2.15), (2.16), (2.18) and (3.18) the normalized power emitted by a
dipole to a selected mode j can be expressed as [56]
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Pj
P0

= ω

2
Im{p∗ · ajEj(rpd)}

P0
(3.20)

= ω

2
Im{p∗ ·∑ξ ajcj,ξgξ(rpd)∆kξ}

P0
, (3.21)

where P0 is the emitted power in a bulk medium of refractive index nB and is
given in Eq. (2.16). The normalized power is equal to the normalized spontaneous
emission rate [56] as stated in Eq. (2.15) γj/γ0 = Pj/P0, where γj and γ0 are the
spontaneous emission rates to the mode j and to a bulk material, respectively.
In the following and throughout the thesis we will mainly use the normalized
unitless quantity Γj = γj/γ0 for the emission rates.

Reflection at an interface

While the theory above holds for a structure with uniformity along the z-axis,
most geometries of interest consist of several z-invariant sections. The full struc-
ture can be described by combining the solutions of Eqs. (3.16)-(3.17) using a
scattering matrix approach [46, 72]. Since our oFMM is based on expanding the
fields in each layer using the same basis function, the reflections and transmission
of the eigenmodes can be calculated conveniently using the expansion coefficients
as described in the following.
Let CE

i and CH
i , where i = 1, 2 is the layer index, be matrices whose columns

contain the vector expansion coefficients for the lateral electric and magnetic
fields respectively computed using (3.16) and (3.17). Then, at the interface of
material layers 1 and 2, the transmission and reflection matrices are given as [46]

T12 = 2
[(

CE
1

)−1
CE

2 +
(
CH

1

)−1
CH

2

]−1
, (3.22)

R12 = 1
2

[(
CE

1

)−1
CE

2 −
(
CH

1

)−1
CH

2

]
T12. (3.23)

3.2 Discretization scheme

We have now, via the modal representation in Eq. (3.11), developed a formalism
capable of using a non-uniform k-space discretization, which is a generalization
of the uniform k-space discretization traditionally used in the Fourier modal
method. In this section, we describe the important point of how to efficiently
sample the k-space, before proceeding to example calculations.
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Figure 3.1: Examples of the discrete mode distributions k⊥ used with 3D oFMM. The
blue crosses show the conventional equidistant discretization which may have different
discretization step size for x and y directions, i.e. ∆kx 6= ∆ky. The red dots represent
the dartboard discretization used with the open BC formalism. The solid line shows a
unit circle |k⊥|/k0 = 1. In this simple example, we have used kcut−off/k0 = 3 and 64
modes for both discretization schemes so that Nx = Ny = 8, and Nφ = 8, Ns = 5 and
∆ktail/k0 = 0.4.

The lateral expansion basis function g(kx, ky, x, y) = exp[i(kxx+ kyy)] are plane
waves defined entirely by the discretized values of the lateral wavenumbers kx and
ky. To discretize the transverse expansion basis efficiently in a general 3D ap-
proach, we generalize the non-uniform strategy used in the rotational symmetric
case [48].

First, in the conventional equidistant mode discretization approach, the spatial
grid in k-space is given by

(kmx , kly) = (−kcut−off,x +m∆kx,−kcut−off,y + l∆ky), (3.24)

where ∆kα = 2kcut−off,α/(Nα − 1) and m, l = 0, . . . , (Nα − 1), with kcut−off,α
being the cut-off value of the wavenumber and Nα the number of modes along
the α = x, y-axis, see Fig. 3.1. In the following, when we apply the equidistant
discretization scheme, we will use identical cut-off values kcut−off,x = kcut−off,y
and modes Nx = Ny along the kx and ky axes.

Now, the proposed non-uniform circular non-separable discretization approach,
which we in the following refer to as the "dartboard" scheme, is defined as fol-
lows. We consider the in-plane wavevector in polar coordinates and setNφ rays on
equidistantly placed angles, cf. Fig. 3.1. Along each of the rays, the wavenumber
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values are sampled so that we use dense sampling in the interval [0, 2k0] symmet-
rically placed around k0, and in the interval [2k0, kcut−off ] a fixed step-size ∆ktail
is used. The symmetric dense mode sampling is defined using a Chebyshev grid
[78, 79] as

km = k0 sin(θm), 1 ≤ m ≤ Ns/2
km = k0[2− sin(θm)], Ns/2 + 1 ≤ m ≤ Ns,

(3.25)

where θm = mπ
Ns+1 and Ns is the number of modes in the interval [0, 2k0]. Thus,

in the dartboard discretization approach we have four parameters Nφ, Ns, ∆ktail,
and kcut−off . The motivation of using symmetric dense sampling around k0 is to
accurately account for the radiating modes as discussed in detail in [48], and the
sampling is further motivated by plotting the contribution to the total emitted
field by each wavenumber, similar to Fig. 2 in [48]. Such a plot for an x-oriented
dipole embedded in a square waveguide with w = 1.15λ/nw is seen in Fig. 3.2
(see the inset in Fig. 3.3 for a sketch of the structure), where it should be noted
that the wavenumbers contributing the most to the emitted field are located on
a ring with radius k0, which motivates the dense sampling of k-values around the
free space wavenumber.

Figure 3.2: The contribution of the wavenumbers to the total emitted field from a point
dipole embedded in a square waveguide with side length w = 1.15λ/nw. The white ring
has a radius of 1, corresponding to the free space wave number. The figure was made
using the standard equidistant grid.

In the next section, we show that the dartboard discretization approach outper-
forms the conventional equidistant mode sampling. As pointed out in [48], the
dartboard mode sampling approach described here is not necessarily the univer-
sally optimal, and geometry specific variations may be adopted instead. However,
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with the proposed approach significant improvement is achieved in terms of the
required number of modes and thus of the required computational power. For
any geometry a similar plot as in Fig. 3.2 can be made in order to see where a
dense sampling of k-values is needed.

3.3 3D oFMM simulations

Now that we have introduced the principles of the oFMM formalism and the
non-uniform mode sampling scheme, we will test the performance of our method
for two cases: 1) for light emission by a dipole in a square waveguide and 2) the
reflection of the fundamental guided mode at a waveguide-metal interface. Both
examples are interesting in a nanophotonic engineering perspective, since opti-
mizing the β-factor and the mirror reflection coefficients are important tasks for
realising an efficient single-photon source. Furthermore, both examples depend
critically on a correct and accurate implementation of the open BCs. We will com-
pare the performance of the dartboard discretization scheme with the equidistant
discretization used with Li’s factorization rules, and our results will demonstrate
that even without the inverse factorization rule the dartboard discretization out-
performs the equidistant discretization implemented using Li’s factorization rules.
As already mentioned, in Appendix B we show how Li’s factorization rules are
correctly used with the oFMM based on equidistant discretization, whereas the
equations implementing the non-separable dartboard discretization used in this
chapter are not compatible with the inverse factorization rule.

Dipole emission in a square waveguide

We first investigate light emission in a square waveguide by calculating the emis-
sion rates to the guided modes and to the radiation modes. Additionally, we
compute the spontaneous emission factor β (not to be confused with the propaga-
tion constant βj) describing the ratio of emitted light coupled to the fundamental
guided mode. While typical nanophotonic waveguides support only a few guided
modes, the total emission rate and thus the β factor depend on the emission into
the continuum of radiation modes leaking out of the waveguide. The strength
of the oFMM method becomes apparent when determining the light emission to
the radiation modes.
Similar to the investigations presented in [83], we consider a dipole emitter
oriented along the x-axis placed on the axis of an infinitely long square waveguide
with varying edge length wx = wy and refractive index nw = 3.5 surrounded by
air. Figure 3.3(a) presents the β factor and the emission rates to the guided
modes and to the radiation modes as functions of the waveguide size calculated
using the dartboard discretization. The rates are normalized to the bulk emission
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Figure 3.3: Emission from a point dipole placed on-axis of an infinitely long square
waveguide having widths wx = wy = w. The dipole is oriented along the x-axis. (a)
The normalized emission to the radiation modes, to the guided modes, and the β fac-
tor calculated using the dartboard discretization scheme with Nφ = 14, Ns = 180,
kcut−off/k0 = 15, and ∆ktail/k0 = 0.06. (b) The corresponding data calculated using
conventional square sampling and applying both the direct and Li’s inverse factorization
rules with Nx = Ny = 80 and kcut−off/k0 = 15. The wavelength used in the calculations
is λ = 1 µm. The total number of modes are (a) 5558, and (b) 6400.

rate (see Section 2.5). Figure 3.3(b) shows the same properties of the waveguide
calculated using an equidistant square sampling using either the direct or the
inverse factorization rules. The emission rate to the guided modes calculated with
the three approaches agree well, however, a clear difference is seen in the emission
rate to the radiation modes and therefore also in the β factor. In particular, the
coupling to the radiation modes exhibit a spike around a normalized width of
1.15 with the square sampling, which gives an unphysical kink in the β factor.
The discretization parameters used in Fig. 3.3 are given in the figure caption
and were selected as a result of the convergence investigations presented in the
following.

To further investigate the performances of the three approaches we fix the waveg-
uide geometry by setting the width to w = 1.15λ/nw and vary the cut-off value of
the transverse wavenumber as well as the number of modes. This waveguide size



3.3 3D oFMM simulations 33

is selected for the convergence investigations since a clear difference of the results
is seen for this diameter in Fig. 3.3. Figures 3.4(a) and (b) show the convergence
investigations of the total emission rate as a function of the cut-off value with
several different mode numbers for the equidistant and dartboard discretization
respectively, while Fig. 3.4(c) shows the convergence of the total emission rate
as a function of the number of modes Ns in the interval [0, 2k0] for the dartboard
discretization scheme. The dartboard approach shows clear convergence around
a cut-off of ≈ 15k0. In contrast, the equidistant discretization scheme does not
guarantee convergence even with cut-off value of 30k0. We have set a soft limit
on the memory requirement to 30 gigabyte (Gb) in order for our simulations to
start fairly quickly on our HPC cluster. The maximum number of modes used
in the calculation of Fig. 3.4(a,b,c) roughly correspond to this limit, however, in
Figs. 3.4(b,c) the convergence is obtained before the maximum number of modes
is used.
When using the equidistant discretization, numerical artifacts in the form of
large oscillations are observed at particular values of the number of modes and
cut-off as displayed in Figs. 3.3(b) and 3.4(a) (as well as in Figs. 3.5(b) and
3.6(a)). As discussed in Appendix B.3, the oFMM together with the equidistant
square discretization scheme mathematically corresponds to having periodic BCs
and to using a Fourier series expansion, where the periodic lengths of the com-
putational domain are inversely proportional to ∆kx and ∆ky2. For geometries
with periodic BCs, destructive or constructive interference due to light emission
in the neighboring periodic elements may occur leading to the observed large
oscillations of the emission rates, that thus are an inherent consequence of the
equidistant discretization scheme.
A common approach to circumvent these artifacts due to periodic BCs is to
use artificial absorbing BCs, often in the form of the so-called perfectly matched
layers (PMLs) [51, 53]. However, for the modal method with a PML BC, the
convergence of the emission properties with the PML parameters towards the
open geometry limit [54, 70] is not well-established with errors in some cases as
high as ≈ 20 % [50]. In contrast, the oFMM with the efficient discretization
scheme relies on a truly open computational domain, and therefore avoids using
artificial or periodic BCs leading to improved accuracy and convergence towards
the true open geometry limit.

Reflection from a dielectric waveguide-metal interface

As a second example, we investigate convergence of the method for a struc-
ture consisting of an infinite waveguide standing on top of a metallic mirror by
computing the reflection coefficient of the fundamental guided mode from the

2You could argue that our open boundary conditions are actually periodic for the equidistant
grid.
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Figure 3.4: Convergence comparison of the total emission rate using the three ap-
proaches for a waveguide w/(λ/nw) = 1.15. (a) The total emission rate for the equidis-
tant discretization as a function of the cut-off value computed with the number of modes
shown in the legend using the direct factorization rule (solid line) and the inverse fac-
torization rule (dashed line). (b) The emission rate as a function of the cut-off value
computed using the dartboard mode sampling and the number of angles shown in the
legend with Ns = 140 modes on the symmetric radial part with ∆ktail/k0 = 0.2. (c) The
emission rate as function of the number of modes Ns in the symmetric sampling part
computed using the dartboard mode sampling with a fixed number of angles Nφ = 16
and cut-off value kcut−off/k0 = 13.

waveguide-metal interface. The refractive indices of the waveguide and metal are
nw = 3.5 and nAg =

√
−41 + 2.5i at the wavelength λ = 1 µm.

Figure 3.5 shows the calculated reflection coefficient as a function of the waveg-
uide size wx = wy using (a) the dartboard sampling and (b) the equidistant
discretization employing the direct and inverse factorization rules with several
different number of discretization modes. The cut-off in all cases is kcut−off/k0 =
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14. Furthermore, for the dartboard discretization fixed values of Nφ = 14 and
∆ktail/k0 = 0.2 were used and only Ns was varied. These parameters were chosen
to achieve convergence according to the investigations discussed in the next para-
graph. In narrow waveguides, the reflection coefficients are essentially determined
by the air-metal reflection (RAir−Ag ≈ 0.98) since in this limit the fundamental
mode is mainly localized in the air surrounding the waveguide. In contrast, in
the limit of large waveguides the fundamental mode is primarily confined in the
GaAs waveguide (RGaAs−Ag ≈ 0.95). A dramatic difference in the results is
seen in the region around w/(λ/nw) ≈ 0.6, where the reflectivity drops due to a
surface-plasmon mediated coupling predominantly to radiation modes [84]. When
a substantial amount of light is propagating in the x-y plane, the performance of
the open boundary conditions becomes critical, and comparison of Figs. 3.5(a)
and 3.5(b) clearly demonstrates that this scattering is better resolved using the
dartboard discretization.

x
y

z

ww

Silver mirror
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Figure 3.5: The reflection of the fundamental waveguide mode from a metal mirror
calculated using (a) the darboard discretization and (b) the equidistant discretization.
The cut-off in both cases is kcut−off/k0 = 14, and for the dartboard discretization fixed
values of Nφ = 14 and ∆ktail/k0 = 0.2 were used. The legends show the total number of
modes used.

Whereas the reflection coefficients in Figs. 3.5(a) and (b) are obtained for a fixed
cut-off value, we now fix the geometry and study the effect of the cut-off value of
km. We select a waveguide width of wx = wy = 0.63λ/nw, since Fig. 3.5(b) re-
veals this to be a challenging computational point. The convergence investigation
is shown in Fig. 3.6. The dartboard discretization (Figs. 3.6(b,c) again leads to
convergence with respect to all of the four discretization parameters. In contrast,
no clear convergence is seen when using the equidistant discretization, while we
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also in this case approach the performance limit of our HPC cluster computer. As
discussed in the previous section, the peaks observed in Figs. 3.5(b) and 3.6(a)
are a consequence of the periodicity of the computational domain when using the
equidistant discretization scheme.

Figure 3.6: Convergence of the reflection of the fundamental waveguide mode from a
metal mirror. (a) The reflection as function of the cut-off value with number of modes
shown in the legend using the direct factorization rule (solid line) and the inverse factor-
ization rule (dashed line). (b) The reflection as function of the number of modes in the
symmetric sampling part using the dartboard mode sampling with fixed Nφ = 14 and
∆ktail/k0 = 0.2, and cut-off value shown in the legend. (c) The reflection as function
of the number of angles using the dartboard mode sampling with fixed kcut−off/k0 = 14
and Ns = 100, and ∆ktail/k0 shown in the legend. Note the different scaling between (a)
and (b-c).
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3.4 Discussion

The convergence checks in the selected waveguide examples presented in Figs.
3.4 and 3.6 show that our method converges for the investigated waveguide sizes
and structures. The non-separable nature of our discretization scheme prevents
the use of Li’s factorization rules, but even when using the standard direct factor-
ization, a clear improvement in the performance is obtained using the proposed
dartboard discretization scheme compared to the conventional equidistant dis-
cretization of the basis functions. Although these examples do not guarantee the
convergence of our method for all imaginable waveguide sizes and geometries, we
generally expect our method to deliver improved performance for various types
of waveguides, possibly with additional geometry specific modifications to the
discretization scheme.
In high-index-contrast structures as the examples presented here, the FMM, due
to the difficulty of resolving large discontinuities using a plane wave expansion,
generally requires a significant amount of modes to achieve convergence. Whereas
this may not be a computational difficulty in a rotational symmetric case which
in the lateral plane reduces to a 1D problem, the size of the eigenvalue problem
in the general planar 2D case rapidly explodes when the number of modes are
increased [50]. Thus, we expect that a further improvement in terms of compu-
tational efficiency could be obtained by combining the dartboard discretization
scheme with an adaptive spatial coordinate scheme [85] or by introducing a semi-
analytical approach for defining the eigenmodes. In the rotationally symmetric
case, exact analytical descriptions of the eigenmodes exist [82], while in the rect-
angular case approximate solutions [86] could be used.
Additionally the formalism as presented in this chapter is limited to handle
ridge waveguides surrounded by a bulk material. As shown in Appendix B.5
the formalism cannot correctly handle a ridge waveguide on a substrate, which
experimentally is a very interesting structure, due to its very low transmission
losses [87] and potentially large β-factor [88]. This limits the applications of our
formalism in its current form, however we have an ongoing project on how to
develop our formalism to handle substrate supported structures.

3.5 Conclusion

We have generalized the recently reported open geometry Fourier modal method
formalism relying on open boundary conditions and a non-uniform circular "dart-
board" k-space sampling for general 3D systems with a uniform background
material, allowing e.g. the modeling of rectangular waveguides. By applying
open boundary conditions, we avoid using the artificial absorbing BCs. We have
demonstrated the efficiency of the approach by investigating dipole emission in
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a square waveguide structure and by studying the reflection coefficient of the
fundamental waveguide mode for a waveguide-metal mirror interface, that both
are problems of fundamental interest when designing nanophotonic devices. We
expect that our new method will prove useful in accurate modeling of a variety
of nanophotonic structures, for which correct treatment of an open boundary is
crucial.
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Spectral symmetry of Fano
resonances in a waveguide
coupled to a microcavity

In the previous chapter, we considered a ridge waveguide surrounded by air in
order to develop an open-geometry Fourier modal method for the 3D Cartesian
coordinate system. However, in this chapter we consider a photonic crystal (PhC)
membrane structure consisting of a waveguide-coupled microcavity blocked by a
partly transmitting element (PTE) (see Fig. 4.1) using a 2D Fourier modal
method with periodic BCs [46].

This structure represent an attractive platform for applications that can ex-
ploit the strong sensitivity of the transmission to the resonance frequency of the
cavity. Due to the large ratio of quality factor to mode volume of PhC cavi-
ties [89], even small refractive index perturbations within the volume occupied
by the cavity mode lead to significant transmission changes. This fact has been
used to demonstrate ultra-low energy all-optical signal processing [90] as well
as chemical- and biological sensing [91]. It was shown in 2002 [92] how a Fano
resonance [93] can be achieved in PhC structures, which further improves the
wavelength sensitivity, due to the asymmetric lineshape (see. Fig. 4.2) of the
transmission/reflection spectrum. The interference between a discrete and con-

41



42 Spectral symmetry of Fano resonances

Cavity

PTE

W
av
eg
ui
de

Tc

TP

P+

RP

Rc

P−

Section 1

Section 5

Section 3

Section 2

Section 4

Fa
br
y-
Pe

ro
t

C
av
ity

W
av
eg
ui
de

Transmission, T3

2

1

0

z
/
λ

-0.5 0 0.5
x/λ

Cavity

d

PTE

O
ut
pu

t
In
pu

t

a

Supercell

Figure 4.1: Left: PhC structure and field plot (|Hy|) at the minimum transmission
frequency for the PhC Fano structure with hole radius r = 0.30a, PTE radius rPTE =
0.80r, Fabry-Perot length d = 5a, refractive index of background material nb = 3.1 and
refractive index of air holes nh = 1. The supercell for the first section is illustrated by the
dotted white line, and the section interfaces are indicated with the dashed white lines.
Right: Schematic of the structure with transmission, reflection and propagation matrices
indicated, where the full PhC structure is divided into five sections.

tinuum of states, which leads to Fano resonances, was implemented with a low-
and high-Q cavity structure for switching purposes [94]. Recently a simpler ge-
ometry [95] was proposed, and it was demonstrated that the shape and amplitude
of the transmission can be controlled [10]. Furthermore, carving-out short pulses
from long duration input pulses has been demonstrated in PhC Fano structures
as reported in Ref. [11], without the use of any control signal.
In this chapter, we expand on these results by showing how both the parity and
shape may be manipulated in a way that is easily controlled experimentally. We
define the parity to denote whether the minimum of the transmission spectrum
is red or blue shifted relative to the maximum, as illustrated in Fig. 4.2. It is
generally not well understood what determines the parity of a Fano resonance, so
in this chapter we determine the decisive parameter for a specific case. The case
is the situation where the PTE and microcavity form a Fabry-Perot resonator,
where we demonstrate that the roundtrip phase determines the parity. This
conclusion arises from treating the structure with a single-mode model. However,
as we will show, the single-mode description breaks down, when the PTE is moved
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Figure 4.2: Transmission spectra for d = 0a (red parity), d = 6.07a (blue parity) and
for the microcavity only, where the geometry of the PhC structure is seen in Fig. 4.1.
The point with maximum slope on each side of the transmission minimum are indicated
with solid markers for the two Fano spectra. The linewidth of the Lorentzian spectrum
is 2γ.

close to the microcavity due to the influence of evanescent modes. In that case,
a simple model for determining the parity of the Fano resonance is currently not
available.

The results presented in the following chapter have been published in Ref. [96]
(J1), and thus all citations of the chapter should be directed towards the journal
article. In the work presented the author implemented the 2D Fourier modal
method in Matlab, conducted all simulations, and wrote the first draft of the
manuscript. The work is a continuation of the author’s M.Sc. thesis [97], where
the modal method was implemented in Matlab and the first initial results were
produced. However, all figures and results presented in Ref. [96] and in this
chapter have been produced during the author’s Ph.D. studies and are thus not
found in the M.Sc. thesis [97].

The chapter is organized as follows. In Section 4.1 we briefly introduce the
Fourier-based Bloch mode expansion technique used for computing the transmis-
sion spectra of the structure. Section 4.2 compares the results obtained by using
the numerically exact multi-mode (full) model with the approximative single-
mode model. We pinpoint what controls the parity (symmetry) of the Fano
transmission spectra in Section 4.3 and end the chapter with a conclusion.
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4.1 Computational framework

As stated above, we define the parity to denote whether the minimum of the
transmission from the input to the output waveguide is red or blue shifted relative
to the maximum, as demonstrated in Fig. 4.2. Different physical mechanisms
cause the cavity resonance shift to be either positive or negative. In optical
signal processing, it is essential whether the resonance shift causes an increase or
decrease in transmission, depending on the preferred modulation format. Since
this is determined by the parity of the resonance, our investigated structure is
easily transferred between applications, where different signs of the resonance
shift are demanded.

Figure 4.1 shows the investigated structure consisting of a microcavity adjacent
to a waveguide containing a partially transmitting element (PTE), which was
also a key element in previous proposals [10, 92, 95]. By shifting the position of
the PTE, both the parity and shape of the transmission spectrum can be con-
trolled. The PTE is realized by a hole placed in the center of the waveguide
and the microcavity is here realized as a simple point defect, i.e., a missing hole
1. The distance between the microcavity and the PTE is d, and a is the PhC
lattice constant. In [92] a different structure consisting of a microcavity placed
in the center of a Fabry-Perot cavity composed of two PTEs was investigated
with a single-mode transfer matrix formalism. It was concluded that whether the
transmission spectrum is asymmetric (Fano-shaped) or symmetric (Lorentzian-
shaped) depends on the spectral position of the microcavity resonance frequency
relative to the Fabry-Perot background. In this chapter, we consider a different
structure without a Fabry-Perot background. We describe the shape of the trans-
mission spectrum as a function of the distance d using a full multi-mode model,
and we show that the single-mode transfer matrix model in [92] breaks down in
the short distance limit.

The structure investigated here is two-dimensional (2D) (invariant along y),
and we use a Fourier-based Bloch mode expansion technique for simulating the
transmission [46, 50, 98, 99]. Though convergence issues for this technique was
recently reported in Ref. [37] for calculating Q-factors and resonance wavelengths
of L5 and L9 PhC cavities, we can safely use the technique for our 2D structure,
since we only need to resolve refractive index discontinuities in one dimension2.
The structure is divided into periodic sections as shown in the right part of Fig.
4.1, each with a distinct supercell and set of Bloch modes, and the expansions
are coupled together with a Bloch mode S-matrix algorithm [46]. Thus, we have
direct access to the individual Bloch modes and their reflection and transmission

1The microcavity can be realized in different ways. For example by displacing the PhC holes
or by reducing the size of one hole.

2As opposed to the previous chapter, where we had to resolve the discontinuities in both
the x- and y-direction.



4.1 Computational framework 45

coefficients, which plays a key role in the analysis to be presented here. The Bloch
modes are determined in each section as in [46, 99] and the electromagnetic field
is expanded on these Bloch modes as

Fw(r) =
∑
m

(
awmΨF+

wm(r⊥, z) + bwmΨF−
wm(r⊥, z)

)
, (4.1)

where Fw(r) is either the electric (Ew(r)) or magnetic (Hw(r)) field in the wth
section and awm [bwm] is the amplitude of the mth forward (+z) [backward (−z)]
propagating Bloch mode, ΨF+[−]

wm (r⊥, z). The Bloch modes are expanded on
backward and forward travelling eigenmodes at position z′ [46, 50] as

ΨF±
wm =

N∑
j

[
c±mjf+

qj exp
[
iβj
(
z − z′

)]
+ d±mjf−qj exp

[
−iβj

(
z − z′

)]]
, (4.2)

where q is the layer index within section w and cmj(dmj) are the expansion co-
efficients for the j’th forward (backward) travelling eigenmode (f+(−)

qj ). This
equation holds for z-values within the q’th layer. In order to get the full Bloch
mode for all z-values we refer to [46, 50], where the method is discussed in more
detail. The eigenmodes in Eq. (4.2) are expanded as Fourier series, which inher-
ently leads to periodic boundary conditions in contrast to the method developed
in Chapter 3 and the method used in Chapters 5 and 6, where open boundary
conditions are used. However, for a PhC waveguide periodic boundary conditions
in the x-direction are sufficient due to the photonic bandgap. This ensures that
the field has decayed before reaching the computational boundary, thereby mini-
mizing the influence of the boundary on the computational results. Furthermore,
since the computations presented in this chapter is for a 2D PhC we do not have
any boundaries in the y-direction.
The transmission and reflection of the microcavity (PTE) section are computed
by considering sections 1-3 (3-5), and using the scattering matrix formalism on
this reduced geometry. This effectively reduces the full five-section geometry to a
three-section geometry consisting of three waveguide sections (1, 3 and 5) coupled
through the transmission and reflection matrices of the microcavity (Tc, Rc) and
PTE (TP, RP) sections. Thereby, the total transmission from input to output in
Fig. 4.1 is given as [46]

T = TPP+ (I−RT)−1 Tc, (4.3)
RT ≡ RcP−RPP+, (4.4)

where the matrices P+ and P− represent propagation in section 3 by the length
of an integer number of supercells in the forward and backward direction, respec-
tively. From Eq. (4.3) it is clear that the structure in Fig. 4.1 can be thought
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of as a Fabry-Perot cavity, where the microcavity constitutes a highly disper-
sive mirror, and this interpretation was previously used to propose an ultra-high
speed laser structure [35, 100] and recently the self-pulsing of a photonic crystal
Fano laser was demonstrated experimentally [9] and explained theoretically in
[101]. When the mirror distance, d, is small enough for the PTE to lie inside
the neighbouring supercell of the microcavity, the Fabry-Perot interpretation no
longer makes sense, since this interpretation requires a waveguide supercell to
be in-between the supercells of the PTE and the microcavity. In this case the
structure will instead be divided into 3 or 4 sections (see Fig. 4.1) and the total
transmission matrix takes a different form.

The transmission spectra for different cavity-PTE distances, d, are computed
using Eq. (4.3) and a measure of the degree of parity, DoP, is defined as the
difference between the numerical maximum slope of the transmission spectrum
before and after the transmission minimum (see the solid markers on the spectra
in Fig. 4.2):

DoP = 2πc
a

[
max

(∣∣∣∣∂T∂ω
∣∣∣∣
ω<ωmin

)
−max

(∣∣∣∣∂T∂ω
∣∣∣∣
ω>ωmin

)]
. (4.5)

With this definition, a positive (negative) DoP corresponds to blue (red) parity,
and in Fig. 4.3, the DoP is plotted for different cavity-PTE distances, where the
points are color-coded according to the parity. It is apparent that the parity and
shape of the transmission spectrum can be engineered by the position of the PTE
relative to the microcavity, and very large slopes are achievable. An example of
this is seen in Fig. 4.2 with d = 6.07a, where the spectral distance between the
maximum and minimum is seen to not be limited by the microcavity linewidth,
2γ, as is the case for previously proposed structures with d = 0 [10, 95]. A shorter
spectral distance between the maximum and minimum can be obtained, but not
while requiring max(|T |2) = 1 for our investigated structure.

4.2 Single- versus multi-mode model

The relative position of the transmission maximum and minimum results from
the interference between many Bloch modes bouncing back and forth between
the mirrors, as described by Eq. (4.3). Generally, it is not obvious how to
determine the parity by direct inspection of this matrix equation. However, for
sufficiently large d, the coefficients in P± corresponding to evanescent modes
are exponentially damped. For single-mode PhC waveguides, which we restrict
the following analysis to, only one element from the propagation matrices has a
significant contribution and therefore all other elements can be neglected. This
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for the transmission spectrum with d = 6.07a in Fig. 4.2.

reduces the transmission Eqs. (4.3) and (4.4) to scalar equations:

T =TPP
+ (1−RT )−1 Tc, (4.6)

RT = RcP
−RPP

+, (4.7)

where the (1,1) matrix elements are taken from the full matrices in Eqs. (2) and
(3), since these couple and propagate the guided mode in the three waveguide
sections 3.
In Fig. 4.4, the transmission spectra found from Eqs. (4.3) - (4.4) (full model)
and from Eqs. (4.6) - (4.7) (single-mode) are compared for four different cavity-
PTE distances. At the smallest distances (top panel), the single-mode model
predicts the correct parity, but otherwise deviates visibly from the numerically
preciser spectra, e.g. with a clear offset of the spectral position of the trans-
mission minimum. As the distance is increased to d = 4a (bottom panel, blue
curves), the agreement between the numerically exact and the single-mode model
becomes substantially better, and at the largest distance considered here, d = 5a,
(bottom panel, magenta curves) the agreement is almost perfect. The mismatch
between the full and the single-mode model is due to the influence of evanes-
cent Bloch modes in the Fabry-Perot region. A similar behavior was observed in
[102] in describing transmission between a ridge waveguide and a slow light PhC
waveguide, and in [103] in analyzing PhC Ln cavities. In Chapter 6 we show
the breakdown of a single-mode model in describing the Purcell enhancement of

3The same enumeration of the modes as in [46] has been used.
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(4.3) (full model, solid curves) and Eq. (4.6) (single-mode, dash-dotted curves).

a dipole emitter placed in a truncated nanowire (nanopost) standing on a gold-
silica mirror, and for that system we find that the breakdown is due to coupling
to both radiation modes4 and evanescent modes.
The minimum transmission frequency is shifted for d = 2a and d = 3a compared
to d = 4a and d = 5a in Fig. 4.4, which does not seem intuitive, since the
transmission of the guided Bloch mode through the microcavity section is zero
at the resonance frequency of the microcavity for all d ≥ 2a. However, the
scattering of the guided Bloch mode at the microcavity section will populate
evanescent Bloch modes in the Fabry-Perot section. For large Fabry-Perot lengths
the population of the evanescent Bloch modes will vanish before reaching the
PTE and no scattering will occur. But for small distances there will be a finite
population of the evanescent Bloch modes at the PTE, where they will scatter
and populate the guided Bloch mode in section 5, resulting in a finite overall
transmission of the guided Bloch mode from section 1 to 5 at the resonance
frequency of the microcavity. This effect causes the shift of the transmission
minimum for structures with small cavity-PTE distances.
To render Eqs. (4.6) - (4.7) more easily interpretable, we write the propagation
constants and T - and R-coefficients as follows:

P+(ω) = P−(ω) = exp (ik(ω)L) , (4.8)
TP(ω) = tP(ω) exp (iφt,P(ω)) , (4.9)
RP(ω) = rP(ω) exp (iφr,P(ω)) , (4.10)

Rc(δ) = γ

−iδ + γ
= γ√

δ2 + γ2 exp (iφr,c(δ)) , (4.11)

4We do not have any radiation modes in our 2D PhC structure.
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Tc(δ) = −δ
−iδ + γ

= −δ√
δ2 + γ2 exp (iφt,c(δ)) , (4.12)

where L is the distance between the microcavity and PTE sections, k(ω) is the
dispersion of the guided Bloch mode in the PhC waveguide, φt(r),P are the phases
related to transmission and reflection at the PTE, tP = |TP| and rP = |RP|
are the transmission and reflection amplitudes for the PTE, and δ = ω − ωmin
is the detuning. Finally γ is half the linewidth of the transmission spectrum
of the microcavity (see Fig. 4.2), which equals the coupling rate between the
microcavity and the waveguide. The microcavity reflection phase is derived from
Eq. (4.11) and the result is φr,c = arctan (δ/γ). Using this and Eq. (4.6) we find:

|T |2 = |TP|2|Tc|2

1 + |RP|2|Rc|2 − 2|RP||Rc| cos (2kL+ φr,P + φr,c)

= t2P δ
2

δ2 + (1 + r2
P )γ2 − 2rPγ

√
γ2 + δ2 cos (ΦRT )

, (4.13)

where the frequency dependence of all parameters has been suppressed, and
ΦRT = 2KδL + 2k(ωmin)L + φr,P + arctan (δ/γ) is the phase of the roundtrip
as a function of detuning for a waveguide with linear dispersion, where 1/K is
the group velocity

vg = 1
K

= ∂ω

∂k
= δ

∆k . (4.14)

In the single-mode limit, the transmission vanishes exactly at the resonance
frequency of the microcavity, i.e. at zero detuning δ = 0, which is evident from
Eqs. (4.12) and (4.13).

4.3 Parity of Fano resonances

Figure 4.5 shows the phase of the roundtrip element RT in Eq. (4.7) at the
frequency of minimum transmission, ωmin, as a function of d. The blue (red) dots
(crosses) correspond to the structure having blue (red) parity, where the parity is
found from the full computation using Eq. (4.3). From our definition of parity in
Eq. (4.5) it follows that the transition between blue and red parity occurs when
the transmission spectrum is an even function of the detuning, δ. Eq. (4.13)
shows that this can only be achieved, if cos (ΦRT (δ)) is also even, which occurs
when ΦRT (δ) is odd, corresponding to ΦRT (ωmin) = 0 + pπ, p ∈ Z. Since the
transition only happens at these values, the parity must have the same sign in
the intervals ΦRT ∈]0;π[ and ]−π; 0[, which Fig. 4.5 confirms. The parity of the
transmission spectrum is therefore completely determined by the roundtrip phase
at the transmission minimum.
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Figure 4.5: Phase of the roundtrip matrix element given in Eq. (4.7) for different
cavity-PTE distances. Each point has been color coded according to the parity of the
numerically exact transmission spectrum (obtained from Eqs. (4.3-4.4)), such that red
parity structures are marked by red crosses and blue parity structures are marked with
blue dots. The black circle indicates the chosen cavity-PTE distance used for Fig. 4.6.

However, the above explanation assumes that the transmission and reflection
coefficients for the PTE, tp(ω) and rp(ω), are independent of frequency, which is
generally not the case. This frequency dependence contributes to the asymmetry
of the transmission spectra, but as seen in Fig. 4.5 the effect is very small, since
the roundtrip phase at ωmin predicts the right parity for all simulations with
d > 5a. Furthermore, the above explanation assumes a linear dispersion, and
thus a frequency independent group velocity. If, in turn, the structure is operated
closer to the band edge of the waveguide, where the group velocity depends
strongly on frequency, this would also affect the symmetry and could potentially
be used as an additional parameter to engineer the shape of the transmission
spectrum.

Since the parity depends on the roundtrip phase, it is possible to flip the sign of
the DoP by changing ΦRT (ωmin), which can be done by applying a pump pulse
to the waveguide region in the Fabry-Perot cavity as in [104]. This is shown in
Fig. 4.6, where the transmission computed from Eq. (4.13) is plotted using the
parameters for d = 6.08a for ΦRT (ωmin) = 0 and ±π/4. For this to be possible
in an efficient way, the spectral distance between the maximum and minimum
transmission points should be as small as possible. The investigated structure
is not optimal, since it requires a total phase shift of ∼ π/2 for switching the
DoP and maintain max(|T |2) = 1. Reducing the linewidth, 2γ would increase
the slope and thus reduce the required phase shift for flipping the DoP, while
maintaining max(|T |2) = 1.
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4.4 Conclusion

We have analyzed the transmission spectrum of a photonic crystal microcavity
coupled to a partially-blocked waveguide using a 2D Fourier-based Bloch mode
expansion technique. We showed that the structure displays Fano resonances and
that the symmetry of these can be controlled by varying the distance between
the microcavity and the partially transmitting element. For sufficiently large
distances, a single-mode description accurately describes the shape of the trans-
mission spectrum, and in this limit it was shown that the phase of the roundtrip
within the Fabry-Perot cavity determines the parity of the Fano resonance. This
limit was identified to be at d ' 5a for the investigated structure. The break-
down of the single-mode description for d < 5a is due to the increasing influence of
evanescent Bloch modes for smaller Fabry-Perot cavities. The possibility of fully
tailoring the Fano resonance in photonic crystal microcavity-waveguide structures
might find applications in, for example, optical signal processing and sensing.
Our results suggest that the shape of the transmission can be made extremely
sensitive to changes in the roundtrip phase. It is therefore interesting to in-
vestigate whether the structure is more susceptible to refractive index changes
in the waveguide, rather than in the microcavity, which is conventionally used
[10, 90, 92, 94, 95].
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embedded in a nanowire antenna

Up to this point in the present thesis, we have considered structures with Carte-
sian geometry. In this chapter we turn our attention to rotationally symmetric
structures. Thus neither the 3D oFMM developed in Chapter 3 or the 2D Fourier-
Based Bloch mode expansion technique used in Chapter 4 is suitable. Therefore
we will use the oFMM method for cylindrical structures developed in Ref. [48]
as the work horse for the numerical simulations in the present chapter.

As briefly touched upon in the introduction to the present thesis (Chapter 1),
quantum emitters, such as semiconductor quantum dots (QDs), embedded into
photonic nanostructures form the basis of modern solid-state quantum optics [12].
Semiconductor QDs embedded into tapered nanowires has been demonstrated as
a promising platform for obtaining bright quantum light emission, due to its
efficient out-coupling into a directive Gaussian shaped free-space beam [27, 32,
105–107]. As opposed to cavity based single-photon sources (SPS), this waveguide
approach offers a broad operation bandwidth enabling widely strain-tunable SPS
[105, 108], as well as bright sources of entangled photon pairs [18, 109]. The
Gaussian shaped output beam delivered by tapered single-mode nanowires [61, 62]

53
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Figure 5.1: SEM image of the needle structure under study in this chapter. The needle
is not perfectly rotational symmetric, however we model it as being so. It will be apparent
later in the chapter, that even with this approximation a good agreement between our
simulations and experimental results is obtained.

enables efficient coupling to a single-mode fiber, either using free-space optics [62]
or through direct ’butt’ coupling [110].

The emitter position in a photonic nanowire has a huge impact on the device
performance. Besides governing the strength of the light-matter interaction it
affects the coherence properties of the emitter as well. Recently, a strong de-
pendence of the optical linewidth of QD emission on thermal vibrations of the
nanowire was demonstrated [111]. In particular, the coupling to flexural modes
features a steep spatial dependence, which was used for position mapping of QDs
in trumpet nanowires in [112]. Furthermore, the potential impact of surface
states is still to be explored for nanowire structures, and this likely depends on
the distance between the QD and the sidewall. Thus, precise mapping of the
QD position is crucial for further understanding and optimization of this light-
matter interface. Conventional optics is not applicable here since the dimensions
of the structure are below the diffraction limit, and thus other methods such as
the one presented in [112] should be considered. The QD mapping technique
in [112] relies on the coupling of QDs to flexural modes, however this technique
will strongly rely on the specific mechanical properties of the nanowire structure,
and is probably not as precise for nanowires with needle out-coupling tapers as
compared to nanowires with trumpet out-coupling tapers.

In this chapter, we present a novel all-optical technique to precisely map the
position of individual self-assembled InAs QDs embedded in a needle nanowire (a
SEM image of the structure under investigation is seen in Fig. 5.1). Our approach
is non-destructive and exploits interferences associated with the simultaneous ex-
citation of two guided modes1 having different transverse field profiles. Through

1One mode is actually a semi-guided radiation mode.
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spectrally-resolved Fourier microscopy, we resolve this interference in the far-field
angular profile for individual QDs. Comparing the experimental data with nu-
merical simulations based on an approximative model geometry yields the emitter
position with uncertainties of 8-15 nm on the distance to the nanowire axis and 9-
14 nm for the azimuthal position of the QDs under investigation. These numbers
are way below the diffraction limit.

The present chapter is a product of my external stay at CEA Grenoble with
Julien Claudon. All experimental results presented in the chapter is a result of the
hard work by Romain Fons, Joël Bleuse and Julien Claudon at CEA, whereas all
simulations and the comparison between the simulated and experimental results
has been carried out by the author. A joint publication is currently in review at
Nano Letters (J5).

The chapter is organized as follows. In Section 5.1, we briefly present the open-
geometry Fourier modal method (oFMM) in cylindrical coordinates [48], which
is the workhorse for all simulations presented in this chapter. Furthermore, we
present the basic physics of the nanowire. Section 5.2 presents our near-field
to far-field transformation implementation in the oFMM formalism, as well as a
discussion on how to treat the far-field from different excitonic complexes in a
QD. The experimental setup used for the far-field measurements is presented in
Section 5.3, and in Section 5.4, we outline the simulation procedure followed by a
numerical comparison between the simulated and measured far-fields. Based on
this, we conclude on the position of the QDs. The chapter ends with an overall
conclusion of the work presented.

5.1 Nanowire physics

A nanowire is in this thesis generally defined as a cylindrical semiconductor wire
supporting up to a few guided modes. The number of guided modes in a nanowire
is determined by the diameter, the refractive index contrast to the environment
and the wavelength [113].

Open-geometry Fourier modal method for cylindrical geometries

We model cylindrical structures using the open-geometry Fourier modal method
(oFMM) in cylindrical coordinates presented in Ref. [48], where the electromag-
netic field is expanded on a set of eigenmodes. This method is ideal for treating
nanowires, since each angular momentum is treated separately giving access to all
modes of the nanowire. An emitter placed in the nanowire will through emission
produce a field, which is a superposition of the eigenmodes in the nanowire. In
the oFMM the emitted field is written as
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F(r, φ, z) =
N∑

n=−N

∑
j

anj(rPD)fnj(r) exp (inφ) exp (iβnjz) , (5.1)

where F is either the total electric (E) or magnetic (H) field, n is the order of the
angular momentum, j is the mode index, anj is the dipole coupling coefficient of
each mode, fnj(r) is the electric (enj(r)) or magnetic (hnj(r)) field for the j’th
eigenmode with angular momentum n and rPD is the position of the point dipole
(emitter). The dipole coupling coefficient is calculated as in [48] by using the
Lorentz reciprocity theorem [46] and is for orthonormal eigenmodes given as

anj(rPD) = iωp · enj(rPD)
2 , (5.2)

where p is the dipole moment. Here it should be noted that the dipole cou-
pling coefficient is dimensionless, and thus a unit of watts has been thrown away
through normalization.2 The eigenmodes in each z-invariant layer are expanded
on a Bessel function basis as [48, 75]

fr,nj(r) = i
M∑
m=1

km∆km[bfnjmJn+1(kmr)− cfnjmJn−1(kmr)], (5.3a)

fφ,nj(r) =
M∑
m=1

km∆km[bfnjmJn+1(kmr) + cfnjmJn−1(kmr)], (5.3b)

where b(c)fnjm are the eigenmode expansion coefficients and Jn is the n’th order
Bessel function of the first kind. The eigenmode mode expansion coefficients are
computed for each z-invariant layer using the technique outlined in [48] and [75],
which is similar to the Cartesian case presented in Chapter 3. The normalized
spontaneous emission (SE) rate of the dipole emitter is computed using Eq. (3.20)
with the dipole coupling coefficients in Eq. (5.2) and the eigenmodes in Eqs. (5.3).
For a structure varying along the propagation direction (i.e. the z-direction) the
eigenmodes in each z-invariant layer are coupled through the scattering matrix
formalism [46], and the reflection and transmission matrices between adjacent
layers are found by matching the boundary conditions as in Chapter 3 [46].

Modes of the nanowire

Three classes of modes exist in the nanowire, which are classified by their prop-
agation constant as listed in Eq. (3.19). There is always a discrete number
of guided modes, however there is a continuous set of radiation and evanescent

2If you go through the derivation in Ref. [46], you will see that the units are lost through
evaluation of integrals of delta functions.
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Figure 5.2: The normalized spontaneous emission rate into the guided and radiating
modes of a tangential (top) and radial (bottom) oriented dipole in a GaAs nanowire
with nGaAs = 3.46 as function of the diameter normalized to the emission wavelength.
The dipole is placed 0.6R off axis, where R = D/2, as indicated in the inset. The black
dashed line indicate D/λ = 0.22, which is roughly the ratio of the QDs embedded in the
needle nanowire in Fig. 5.1.

modes. One way to characterize the nanowire is to embed a point dipole and
calculate the SE rate into each mode of the nanowire. From Eqs. (5.1-5.3) it is
seen that a dipole placed on-axis (i.e. rPD = 0) will only couple to modes with
angular momentum n = ±13, whereas an off-axis dipole will couple to all modes
with all angular momenta and thus provide a good overview of which modes
are confined in the nanowire. The spontaneous emission (SE) rate for a dipole
emitter at rPD = 0.6RNW as function of the diameter-wavelength ratio D/λ of a
GaAs nanowire with nGaAs = 3.46 is seen in Fig. 5.2, where RNW is the radius
of the nanowire.

An important thing to notice in Fig. 5.2 is that the SE rate into radiation modes
rises just before the next guided mode is supported by the nanowire and quickly
drops again after the guided mode has been dragged into the nanowire. This
feature was also seen in Chapter 3 in Fig. 3.3 and in Refs. [48, 80, 114] and is an
important aspect, when computing the far-field emission pattern of single-mode
tapered nanowires, since the radiation modes are not always emitting directly

3This is realized by setting r = 0 in Eqs. (5.3), and use that only Bessel functions of order
n = ±1 is non-zero, when evaluated at r = 0: Jn(0) = 1 for n = ±1 and Jn(0) = 0 for n 6= ±1.
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Figure 5.3: The normalized SE rate for a dipole emitter at 910 nm in a nanowire with
a diameter of 200 nm as function of the radial position of the dipole. The SE rate is
plotted for radially and tangentially oriented dipole moments.

to the sides of the nanowire, but can also be semi-guided by the nanowire and
thus contribute significantly in the far-field. The same feature has been observed
experimentally in Ref. [115] for ZnO needle nanowires, where the total radiation
intensity was found to oscillate with increasing diameter of the nanowire.

In this study we are investigating the GaAs needle nanowire shown in Fig. 5.1
with a diameterD of around 200 nm and emission wavelengths λ = 891.5, 907 and
912 nm, meaning that D/λ ≈ 0.22 in Fig. 5.2, which is indicated with the black
dashed line. As seen only the HE11 mode is guided, however the large SE rate
into the radiation modes are mostly into what we denote a TE01-like radiation
mode, which at a slightly larger diameter becomes the guided TE01 mode. The
normalized SE rate as function of the dipole position rPD is seen in Fig. 5.3,
and here it is evident that the radiation modes are TE01-like showing a similar
dependence on the radial position of the dipole. Thus a QD placed at two different
radial positions in the nanowire will couple differently to the HE11 mode and the
radiation modes, and this should be visible in their far-field radiation pattern.
However, the far-field pattern is not only dependent on the radial position of
the QD, but also on the height of the nanowire, due to the different propagation
constants of the modes, which will change their interference pattern along the
nanowire. This point will be evident later in the present chapter.
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5.2 Near-field to far-field transformation

The oFMM method used in this study is used to compute the near-field of the
needle in Fig. 5.1. In order to compute the far-field we need to use the near-field
to far-field transformation out-lined in Section 2.6 and use the field expansions
in Eqs. (5.3). We consider the two cases n 6= 0 and n = 0 separately, and for
n 6= 0 insertion of Eqs. (5.3) into Eqs. (2.24) lead to the following very simple
equations

Nθ,nj =4(−i)nπ cos θ cos(nφ)
M∑
m=1

∆km(bHmjn − cHmjn)δ(km − k0 sin θ), (5.4a)

Nφ,nj =4(−i)nπ sin(nφ)
M∑
m=1

∆km(bHmjn + cHmjn)δ(km − k0 sin θ), (5.4b)

Lθ,nj =− 4(−i)n−1π cos θ sin(nφ)
M∑
m=1

∆km(bEmjn − cEmjn)δ(km − k0 sin θ), (5.4c)

Lφ,nj =4(−i)n−1π cos(nφ)
M∑
m=1

∆km(bEmjn + cEmjn)δ(km − k0 sin θ), (5.4d)

where δ(km − k0 sin θ) = 1/∆km, when km = k0 sin θ and zero otherwise. Inser-
tion of Eqs. (5.4) into Eqs. (2.20) gives the far-field for each mode j with angular
momentum n 6= 0. The total far-field is computed in the standard way as a sum-
mation over all modes weighted by the modal excitation coefficient anj . In Eqs.
(5.4) it is apparent that each in-plane km value corresponds to one angle in the
far-field. The full derivation of Eqs. (5.4) is found in Appendix A.2. For the case
of n = 0, we have two different polarizations that need to be treated separately
as discussed in Appendix A.2, and in the end we arrive at these expressions for
TE and TM polarization

Nθ,j,TM = 2iπ cos θ
M∑
m=1

∆km
[
bHm,j − cHm,j

]
δ(km − k0 sin θ), (5.5a)

Nφ,j,TE = 2π
M∑
m=1

∆km
[
bHm,j + cHm,j

]
δ(km − k0 sin θ), (5.5b)



60 All-optical mapping of the position of single quantum dots

Lφ,j,TE = −2iπ cos θ
M∑
m=1

∆km
[
bEm,j − cEm,j

]
δ(km − k0 sin θ), (5.5c)

Lφ,j,TM = −2π
M∑
m=1

∆km
[
bEm,j + cEm,j

]
δ(km − k0 sin θ). (5.5d)

The remaining components are Nθ,j,TE = Nφ,j,TM = Lφ,j,TM = Lφ,j,TE = 0. Us-
ing these expressions in Eqs. (2.20) gives the far-field for TE and TM polarization.
It should be stressed that the above equations are only valid for dipoles emitting
linearly polarized light, since these couple equally to modes with opposite angu-
lar momentum, i.e. the excitation of a mode with +n equals the excitation of
the same mode with angular momentum −n. However, for emitters producing
circularly polarized light (as is the case for a trion state [12]) the dipole does not
couple equally to ±n angular momentum, and the far-field equations presented
in this thesis are no longer valid. If a dipole producing circularly polarized light
is to be treated correctly, the angular momentum with opposite sign should be
treated individually by using an angular dependence of the form exp (inφ) in Eqs.
(2.23) and the derivations in Appendix A should be redone.

Far-field from quantum dot exciton

Due to the epitaxial growth of the QDs embedded in the needle nanowire in Fig.
5.1, their dipole moment is oriented in the transversal plane [116], and thus in
the oFMM formalism we only need to consider tangentially and radially oriented
dipoles. As seen from Eq. (5.2), the dipole coupling coefficient is given by a dot
product between the dipole moment and the electric field of the eigenmode, and
thus depends on the dipole orientation of the exciton state in the QD.

Several excitonic states exist in a QD, and the photons emitted through the
corresponding radiative recombination processes have different frequencies and
polarizations [12]. If a neutral exciton recombines, the emitted photon will be
linearly polarized, however if a charged exciton (trion state) recombines, it will
lead to circularly polarized light, where the helicity is determined by the spin of
the additional carrier [12, 117]. The spin state of the excitons and trions in Fig.
5.4 are [12]

|Xb〉 = 1√
2

(|⇑↓〉+ |⇓↑〉) , (5.6a)

|Yb〉 = 1√
2

(|⇑↓〉 − |⇓↑〉) , (5.6b)

∣∣X−〉αh
= |uv〉∗ |αh〉 ⊗

1√
2

(|↑↓〉 − |↓↑〉) , (5.6c)
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Figure 5.4: A few of the radiative transitions in a QD. (a) Recombination of an electron-
hole pair in an exciton leads to emission of either a horizontally or vertically polarized
photon. The two energies are separated by the fine structure splitting ∆Efss. A circularly
polarized photon is emitted through recombination of an electron-hole pair in (b) a
negative trion state or (c) a positive trion state.

∣∣∣X+
〉
αe

= 1√
2

(|⇑⇓〉 − |⇓⇑〉)⊗ |uc〉 |αe〉 , (5.6d)

where |αe(h)〉 is the spin state of the electron (hole) in the positive (negative)
trion state, and |uc(v)〉 is the electronic Bloch function evaluated at the Γ point
of the conduction (valence) band [12]. Thus it seems, that our technique for
determining the position of the QDs depend on the addressed exciton in the needle
nanowire. However, in the experiment each emitted photon is either the result of
one particular relaxation process (e.g. |Xb〉 to |g〉) or the orthogonal process (e.g.
|Yb〉 to |g〉), and never the coherent superposition of the two. When the far-field is
detected, the image is built up as the ensemble average of many detection events,
which then is the balanced (50/50) incoherent sum of the detected power profile
resulting from two orthogonally polarised dipoles. The balance between the two
orthogonal states is due to our non-resonant excitation scheme and the large spin
relaxation rate in InAs QDs [118] (the experimental details will be given in the
following section). This means that the far-field consists of an incoherent sum
of the two emitter polarizations, and as derived in Appendix C.4 the incoherent
sum of the two trion states produces the same far-field as the incoherent sum of
the two bright excitons

PTot = P ↓X+ + P ↑X+ = P⇓X− + P⇑X− = PXb + PYb = P p
r + P p

φ
, (5.7)

where PTot is the total emitted power, PX(Y ) is the power emitted by each exci-
tonic state and P pr(φ) is the power emitted by a radially (tangentially) oriented
dipole. Strictly speaking, the power emitted from the different transitions are not
necessarily the same, since their transition frequency will differ. However, the ex-
pression suggests, that they can be modelled in the same way using a radial and
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tangential dipole, and thus we only need to know the wavelength of the emitted
photon and not which exciton transition it originates from. This fact proves a
certain generality to our position mapping technique, meaning that we are not
limited by, whether the emission originates from recombination of trion or neutral
exciton states, since both are treated in the same way in the simulations.

5.3 Experimental setup

The needle nanowire is placed in a cryostat at 4K in order to reduce thermal
fluctuations of the energy levels in the QDs. The QDs are excited non-resonantly
with a CW laser at λExc = 825 nm. The population of the QD levels are thus
not controlled, and after non-radiating relaxation processes we have populated
biexcitons, neutrally charged excitons or charged trion states in the QD. A photon
is emitted through a recombination of an electron and a hole, and the polarization
of the emitted photon depends on the excited quantum state [12].
The emitted photon is guided by the GaAs nanowire and adiabatically leaves
the nanowire through the tapered needle section [27, 63] and is collected by an
objective with a numerical aperture (NA) of 0.75. The emitted light is directed
by a lens towards a half-wave plate and a polarizer, for polarization controlled
measurements. Then a band-pass filter enables measurement at specific wave-
lengths, such that each transition in each QD can be addressed individually 4.
A second lens focusses the emitted light onto a CCD camera, where the far-field
emission pattern is measured. The experimental setup is schematically shown in
Fig. 5.5.
A standard photoluminescence (PL) experiment reveals the spectrum of the
QDs in the needle nanowire, and the spectrum is seen in Fig. 5.6. Based on
the PL spectrum we have chosen to focus this study on three QDs with emission
wavelengths 891.5 nm (QD1), 907 nm (QD2) and 912 nm (QD3). Due to the
non-resonant excitation of the QDs we have no control over which states are
populated, and thus when we filter out a single peak in the PL spectrum we
do not know which transition it originates from. The fine structure splitting
(fss) of the energy levels in a neutral exciton can be found through polarization
controlled PL measurement, by exploiting the orthogonal polarizations of the
two bright exciton transitions. Thus if the peak of the PL spectrum changes,
when rotating the polarizer, it is a good indication that the transition stems
from a neutral exciton, however if the peak is independent of the polarizer angle
additional experiments are needed to conclude on the origin of the emission.
The PL spectra for different rotations of the polarizer are seen in Figs. C.2-
C.4 in Appendix C.2 for QD1, QD2 and QD3. A fss is observed for QD1 and

4This is of course in the ideal case. It happens, that the QD transitions are practically
inseparable if their energies are too close to each other.
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QD2 indicating that the emission from these QDs are from a neutral exciton
- this conclusion is supported by the biexponential trend of the time-resolved
PL measurement seen in Figs. C.6(a-b) in Appendix C.3. However, we do not
observe any fss for QD3, which is either because the transition we measure is not
from a neutral exciton or because the fss is too small to resolve in the polarized
PL spectrum shown in Fig. C.4 in Appendix C.2. A vanishing fss is possible
if the QD is laterally very symmetric, and is thus not a unique indicator of the
exciton transition. The time-resolved PL measurement of QD3 in Fig. C.6(c)
shows a quasi-exponential behaviour5, however the lifetime is a factor 2 larger
than for QD1 and QD2. A trion state should have a shorter lifetime than a
neutral exciton [119]. The longer lifetime can be explained by a fast spin-flip
rate within QD3, which makes the slow decay rate dominant and dilutes the
biexponential behaviour [118, 120]. Thus we conclude that the QD3 emission
probably originates from a neutral exciton. The details of this analysis is found
in Appendix C.3.
We measure the far-field radiation pattern by adding two images taken for two
waveplate angles that differ by 45◦ in order to account for the strongly polariza-
tion dependent transmission of the band-pass filter in Fig. 5.5. Furthermore, due
to the non-resonant excitation scheme, the two bright excitons (or the two spin
configurations of each trion state) will be equally populated, since any polariza-
tion memory of the excitation laser is lost, due to our non-resonant excitation
scheme [118]. As derived in Appendix C.4 the contributions from the two bright
excitons (or trions) should be added incoherently, meaning that the far-field power
from the two in-plane dipole orientations are added, when computing the far-field

Objective
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CCD

(θ, φ)

f1 λ/2

Polarizer

Band-pass f2

NA=0.75

filter

Lens

Figure 5.5: Illustration of the experimental setup for measuring the far-field emission
pattern of the needle nanowire. The needle nanowire is placed inside a cryostat, and
the QDs are excited non-resonantly at 825 nm. The emitted light is collected with an
objective and focused onto a CCD camera, where the far-field pattern is measured. The
half-wave plate and the polarizer are for polarization controlled measurements and the
band-pass filter is used for measuring on a single transition in a single QD.

5Quasi-exponential meaning that the biexponential behaviour is dominated by one decay
rate.
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Figure 5.6: PL spectrum of the needle nanowire. As seen several QD transitions are
visible in the spectrum. We have chosen to focus this study on QD1, QD2 and QD3.

Figure 5.7: The raw measured far-field for QD1 (891.5 nm), QD2 (907 nm) and QD3
(912 nm) normalized with their maximum pixel value. The white circle indicate a nu-
merical aperture of 0.75. The x- and y-axes are given in NA = |sin θ|.

in the oFMM formalism. Due to the large spin relaxation rate in InAs QDs and
our non-resonant excitation scheme [118], the population of the |Xb〉 and |Yb〉 ex-
citons will be equal and thus the two dipole orientations in the oFMM formalism
has the same amplitude, meaning that we can use the expression given in Eq.
(5.7) when computing the far-field. Fig. 5.7 shows the far-field for the three QD
transitions. The diversity of the measured far-fields patterns indicate different
positions of the QDs in the nanowire, providing a first hint of the extreme sensi-
tivity of this physical property on the QD position. In the following section, we
will compare the measured far-fields with our simulations and conclude on the
position of each of the QDs.
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Figure 5.8: (a) Model description of the exact geometry assuming rotational symmetry,
where Dbot = 200 nm, Dmid = 218 nm, Dtop = 74 nm, hbot = 1450 nm, htop = 1365 nm
and α = 6◦. The thickness of the passivation layer is 2 nm at the bottom, 37 nm in the
middle and 0 nm at the top. The QDs are placed 80 nms above the bottom mirror and
the thickness of the SiO2-layer is 11 nm. (b) Sketch of the simulated structure emulating
the model structure in (a). hNW is the length of the straight nanowire section and the
diameter, D, is 200 nm.

5.4 Comparison between simulations and
experiments

Before we compare the measured and simulated far-field radiation patterns, we
will outline the simulation procedure, since it has not been a straightforward task
to get a good agreement between simulations and experiments.

Simulation procedure

The investigated needle structure is not completely rotationally symmetric as seen
in the SEM image in Fig. 5.1, however we model it as being so for three reasons:
1) It is a good approximation of the actual structure, 2) it hugely simplifies the
computational task and 3) it allows us to use the open-geometry Fourier model
method developed in Ref [48] giving us access to the individual modes of the
structure. The GaAs needle nanowire is covered with a thin passivation layer of
SiO2, of which the thickness has been estimated by cutting a similar structure
(i.e. not the same structure for which we performed the far-field measurements)
with a focused ion beam at different heights, and measuring the thickness of the
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passivation layer from SEM images. This procedure lead to a model description
of the structure sketched in Fig. 5.8(a), where the diameter of the structure
increases slightly from 200 nm at the bottom to 218 nm in the middle, where
it is tapered to a top diameter of 74 nm. The opening angle is estimated to 6
degrees, and the thickness of the passivation layer is 2 nm at the bottom, 37 nm
in the middle and 0 nm at the top. Of course these numbers are associated with
some uncertainty, and simulating the model geometry did not produce far-fields
with convincing agreement with the measurements. Furthermore, there are quite
a lot of parameters, which could be varied in order to get a better agreement,
however, studying the effect of all these would be extremely time consuming, and
in the end the model geometry is an approximation of the true geometry. In
order to keep things a bit simpler, we chose to look at the simplified geometry
sketched in Fig. 5.8(b) consisting of a straight nanowire with an out-coupling
taper neglecting the SiO2 passivation layer.

By considering the simplified structure in Fig. 5.8(b) instead of the model
geometry in Fig 5.8(a) we have reduced the number of variables in the model,
and thus we have decreased the number of simulations needed for learning the
role of each variable. As seen from Fig. 5.2 the curve for the SE rate into
the TE01 like radiation mode is quite steep around our diameter and emission
wavelengths of interest, and thus the far-field radiation pattern is quite sensitive
towards both parameters. However, after several simulations we chose to fix
the diameter to 200 nm (which is also the estimated average diameter of the
nanowire), and since the tapering angle mainly affects the spot size in the far-
field we found that the critical variable to tune for obtaining agreement is the
height of the straight nanowire section. The HE11 mode and the TE01-like
radiation mode have different propagation constants and thus by changing the
height of the nanowire, the relative propagation phase between these are varied,
which leads to a change in their interference pattern observable in the far-field.

For each height of the nanowire we simulated the far-field of a radially and
a tangentially oriented dipole placed in 10 different positions along the radial
axis, rPD = (0, 1, 2, 3, ...9)RNW/10. The wavelength of the dipole was chosen to
match the wavelength of QD1 (891.5 nm), QD2 (907 nm) or QD3 (912 nm). We
added the far-fields of the two dipole orientations incoherently as discussed in
the previous section, and in this way we obtained a far-field radiation pattern for
10 different positions of the QD in the needle nanowire as shown in Fig. 5.9 for
QD1. The point dipoles are placed along the y-axis from the centre (rPD = 0) to
the upper edge (rPD = 0.9) in the figure. As seen, the far-field pattern changes as
the dipole position is changed, due to the change of the relative power between
the HE11 and the TE01-like radiation mode, which is seen from the SE rates
in Fig. 5.3. Furthermore it should be noted, that the far-field pattern is mirror
symmetric with respect to the radial axis (y-axis in Fig. 5.9), and thus the pattern
contains information on the exact QD position and not just the radial position.
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Figure 5.9: Simulated far-field radiation pattern for 10 different QD positions on the
the y-axis starting from the centre towards the upper edge of the nanowire. The emission
wavelength is 891.5 nm corresponding to QD1, and the height of the nanowire section in
Fig. 5.8(b) is 1950 nm. The white circle indicates NA = 0.75.

In Appendix C.5 the simulated far-fields for all three emission wavelengths 891.5
nm (Fig. C.9), 907 nm (Fig. C.10) and 912 nm (Fig. C.11) are shown for three
different nanowire heights: 1900 nm, 1950 nm and 2000 nm. We have investigated
the far-field for additional heights of the nanowire, however, we found that these
heights came closest to reproducing the experimental results, while being close
to the real geometry. As discussed in Appendix C.5 the height of the nanowire
determines the phase difference between the HE11 and TE01-like radiation mode,
and thus greatly influences the far-field pattern.

Far-field comparison and deducted QD positions

We will compare the measured far-fields in Fig. 5.7 to the simulated far-fields
shown in Figs. C.9-C.11 in Appendix C.5 both numerically and through visual
inspection in order to deduct the position of the three QDs in the needle nanowire.
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The numeric comparison is carried out by interpolating the simulated far-fields,
such that we can compare these with the measured far-fields pixel-by-pixel. We
initialize the far-fields by normalizing them with their maximum pixel value. In
this way all far-fields have pixel values between 0 and 1. After these initializing
procedures, we developed an algorithm for minimizing the mean pixel difference
between the simulations and the measurements. The algorithm have two free
parameters - the radial position of the QD and a far-field power scaling factor.
Before using the algorithm for determining the radial position, we turn our
attention to the azimuthal position of the QDs. We determine the azimuthal
position by exploiting that the far-fields should be close to mirror symmetric6.
From symmetry, we know that the QDs are placed along the mirror axis of the
far-fields, and we determine this axis by calculating the mean pixel difference
between two halves of the far-fields shown in Fig. 5.7, separated by a mirror axis
tilted with an angle of φtilt. The mean pixel difference is plotted as function of
the mirror axis tilt in Fig. 5.10 and is formally calculated as

∆Pmn(φtilt) =
∣∣∣P φtilt+
mn − P φtilt−

mn

∣∣∣ , (5.8a)

Pmean
∆ (φtilt) =

∑
mn ∆Pmn(φtilt)

#Pixels , (5.8b)

where P φtilt+(−)
mn is the power in pixel mn on the positive(negative) side of the

mirror axis7.
The minima in Fig. 5.10 provides one of two possible azimuthal positions of the
QDs - the other position is found by addition of 180 degrees, however from the
simulated far-fields in Figs. C.9-C.11 we know that the QD is placed oppositely
of the far-field maximum power for our nanowire heights, and thus we conclude
the following azimuthal positions for the QDs

φpos
QD1 = 163◦ ± 12◦, (5.9a)
φpos

QD2 = 180◦ ± 6◦, (5.9b)
φpos

QD3 = 14◦ ± 6◦, (5.9c)

where the uncertainty has been estimated as the ±5% deviation from the minima
in Fig. 5.10. Choosing a ±5% deviation gives us a 90% confidence interval, and
should cover the inherent numerical uncertainties, which are likely much smaller
than the uncertainty on the exact experimental structure.

6They would be perfectly mirror symmetric, if the nanowires had perfect cylindrical sym-
metry.

7Positive side meaning the side in the positive rotation direction.
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Figure 5.10: The mean pixel difference between the two halves of the far-fields in Fig.
5.7 separated by a mirror axis tilted by φtilt for each QD.

Having determined the azimuthal position of the QDs, we will now find the
radial position. This we do by comparing the measured far-fields in Fig. 5.7 with
the simulated far-fields in Appendix C.5. The comparison is done in the following
way. As mentioned above there are two parameters to vary for obtaining the best
agreement between simulations and measurements: 1) the radial dipole position
in the simulations, and 2) a scaling factor. The first parameter is self-explaining,
and the second is a simple scaling factor multiplied on the measured far-fields after
the pixels has been normalised to the range between 0 and 1. The purpose of
the scaling factor is to reduce the influence of bright spots on the measurements,
which could affect the interpreted radial position in the wrong way. We use the
scaling factor, which leads to the global minimum in the mean pixel difference
for each QD. The optimal scaling factors was found to be

cQD1
scale = 1.30, (5.10a)
cQD2

scale = 1.35, (5.10b)
cQD3

scale = 1.10. (5.10c)

Using these scaling factors we determine the mean pixel difference between the
simulated and measured far-fields as

∆Pmn(rPD) =
∣∣∣P sim
mn (rPD)− P exp

mn cscale
∣∣∣ , (5.11a)

Pmean
∆ (rPD) =

∑
mn ∆Pmn(rPD)

#Pixels , (5.11b)
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Figure 5.11: The mean pixel difference between the simulated and measured far-fields
calculated for nanowire heights of 1900, 1950 and 2000 nm for (a) QD1 (891.5 nm), (b)
QD2 (907 nm) and (c) QD3 (912 nm) as function of the radial dipole position of the
simulated far-fields. For these curves we used the optimal azimuthal position of the QDs
found in Fig. 5.10.

where rPD is the radial dipole position in the simulations in units of the nanowire
radius. Using this expression, we compute the mean pixel difference as function
of the dipole position for each QD for nanowire heights of 1900, 1950 and 2000
nm. The results are presented in Fig. 5.11.

The predicted radial position of the QDs is found as the minima in Fig. 5.11,
and as above we determine the uncertainty by finding the QD positions with a 5%
deviation from the minimum mean pixel difference for all three nanowire heights.
We deduct the following positions for each of the nanowire heights

r1900nm
QD1 = [0.5; 0.6], r1900nm

QD2 = [0.6; 0.8], r1900nm
QD3 = 0.9,

r1950nm
QD1 = 0.5, r1950nm

QD2 = 0.7, r1950nm
QD3 = 0.9,

r2000nm
QD1 = [0.4; 0.6], r2000nm

QD2 = [0.7; 0.8], r2000nm
QD3 = 0.9,

(5.12)

where all numbers have been normalised with RNW = 100 nm. From these num-
bers we conclude the following radial positions of the QDs
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Figure 5.12: Top row: Measured far-fields for the three QDs. Bottom row: Simulated
far-fields for hNW = 1950 nm, where the far-fields has been rotated in order to obtain the
best agreement with the measured far-fields. The dipole position used in the simulation
is 0.5RNW, 0.7RNW and 0.9RNW for the three emission wavelengths respectively.

rcyl
QD1 = [50± 15] nm, (5.13a)

rcyl
QD2 = [70± 15] nm, (5.13b)

rcyl
QD3 = [90± 5] nm, (5.13c)

where the superscript ’cyl’, means assuming cylindrical symmetry. These un-
certainty estimates are approximated from the intervals in Eq. (5.12) and our
resolution on the radial QD position. Our simulations has been made in steps
of 10 nm, so each position has an inherent uncertainty of ±5 nm. In Fig. 5.12
we show the measured far-fields in the top row scaled with the scaling factors
in Eq. (5.10), and the simulated far-fields with the best overlap found by the
above analysis in the bottom row. This enables visual comparison between simu-
lations and measurements, and as seen the simulations replicate well the features
of the measured far-fields. The error estimates in Eq. (5.13) is purely estimated
from the agreement between the simulations and the measurements, assuming
a rotationally symmetric structure. However, we know our needle structure has
some ellipticity, and in the following we will estimate the error arising from our
assumption of rotational symmetry.
To do this, we used an in-house code, which is able to compute spontaneous
emission rates in to the confined modes of an infinite elliptical nanowire. Since it
is the ratio between the emitted power into the HE11 and the TE01 mode that
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Figure 5.13: Approximate elliptical cross-section of the nanowire in Fig. 5.1, where
Rx = 112.5 nm and Ry = 87.5 nm. For the TE01 mode, we have used Rx = 1.25 ·
112.5 nm = 140.6 nm and Ry = 1.25 · 87.5 nm = 109.4 nm.

determines the interference pattern, the uncertainty on this ratio translates into
the uncertainty on the radial dipole position. We consider the infinite elliptical
nanowire sketched in Fig. 5.13, and compute the spontaneous emission rates
into the HE11 and the TE01 mode for dipole positions along the semi-major axis
(Rx = 112.5 nm) and the semi-minor axis (Ry = 87.5 nm). However, our elliptical
code is only able to treat guided modes, and the TE01 mode is technically a
radiation mode for our structure. Therefore, we approximate the emission rates
for the TE01 mode by computing these for a slightly larger elliptical cross-section
(RTE01

x(y) = 1.25Rx(y)) and scale these with the ratio between the emission rates
for a cylindrical nanowire with diameters of 200 and 250 nm as

ΓEllip
TE01(Rx, Ry) = ΓEllip

TE01(1.25Rx, 1.25Ry)
ΓCyl

TE01(R)
ΓCyl

TE01(1.25R)
, (5.14)

where R = Rx+Ry
2 = 100 nm.

Fig. 5.14 plots the SE rate ratio between the TE01 mode and the HE11 mode for
a tangentially oriented dipole as function of the dipole position along the major
and minor axis of the elliptical nanowire sketched in Fig. 5.13, as well as along
the radial axis of a cylindrical nanowire with a diameter of 200 nm. We estimate
the lower and upper bound of the dipole position, as the positions, where the
SE rate ratio on the major and minor axis of the elliptical nanowire equals the
cylindrical nanowire SE rate ratio for the QD positions found above as shown in
Fig. 5.14. In this way, we include the elliptical shape of the nanowire in our error
estimate on the found QD positions. From Fig. 5.14, we find that the radial
positions of the QDs are within the following intervals

rellip
QD1 = [0.42; 0.53]RNW, (5.15a)

rellip
QD2 = [0.60; 0.74]RNW, (5.15b)

rellip
QD3 = [0.79; 0.93]RNW. (5.15c)
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Figure 5.14: Ratio between the spontaneous emission rate into the TE01 mode and the
HE11 mode for a tangentially oriented dipole for a dipole moved along the major axis
(blue curve) and minor axis (red curve) for the elliptical nanowire sketched in Fig. 5.13,
and for a dipole moved along the radial axis for a cylindrical nanowire (yellow curve).
The position of the three QDs are shown with the deduced error bars.

Comparing these intervals with the error estimates in Eq. (5.13), we see that the
uncertainty on the radial position of QD3 is larger than our first estimate, due
to the ellipticity of our structure. This leads us to the following radial positions
of the QDs

rQD1 = [50± 15] nm, (5.16a)
rQD2 = [70± 15] nm, (5.16b)
rQD3 = [87± 8] nm. (5.16c)

The QD position map, including the estimated uncertainties, is shown in Fig.
5.15. Thus for the structure under investigation we are predicting the QD po-
sitions with an uncertainty of ±15, ±15 and ±8 nm on the radial position, and
±14, ±9 and ±10 nm on the azimuthal position for QD1, QD2 and QD3 respec-
tively. In Ref. [112] the uncertainty on the positioning was reported to be ±1
nm for QDs placed close to what they denote a neutral line and ±35 nm for QDs
placed close to the edge of the NW. In our case it seems we get better precision
for QDs placed close to the edge. For QDs placed close to the axis, the SE rate
into the HE11 and TE01 mode varies quite slowly as function of the QD radial
position as seen in Fig. 5.3, and thus the far-field interference pattern does not
change drastically for small changes in the radial position. However, as the QD
is moved further off-axis the slope of the SE rate increases, thus increasing our
sensitivity towards the radial position. Similarly for the azimuthal position, we
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Figure 5.15: The concluded QD positions from the analysis of the far-field radiation
pattern. The dots mark the QD positions predicted by the model and the enclosed area
indicate the uncertainty on the actual position. We thus expect to find the QDs within
the enclosed areas.

expect the largest uncertainty for QDs close to the axis, since finding the mirror
axis in a far-field with no or very weak interference patterns will be more sensitive
towards fabrication imperfections and thus associated with larger uncertainties.
The precision of our position mapping technique strongly depends on the fab-
ricated structure, and how rotationally symmetric it is. Furthermore, our tech-
nique is limited to handle nanowires, where the only guided modes are the HE11
and TE01 modes. Thus for GaAs nanowires with QDs emitting at 900 nm, our
technique should be applicable to diameters between roughly 180 and 270 nm cor-
responding to D/λ = 0.2 and 0.3 in Fig. 5.2. Our technique should be applicable
to handle nanowires with trumpet out-coupling tapers as well.

5.5 Conclusion

We have shown that using an open-geometry Fourier modal method and a far-field
transformation, we are able to reverse engineer the position of quantum emitters
embedded in a needle nanowire with a reasonable precision. One of the strong
features of the presented technique, is the ability to implement it on a standard
micro-photoluminescence setup. This is in contrast to the proposed technique
in Ref. [112], where mechanical driving and detection is required, adding to the
experimental complexity.
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In this study, we used the oFMM method for the numerical modelling, however
with a careful treatment of the open boundaries required for convergence, one
could use more widely known techniques such as FDTD (e.g. Lumerical) or
FEM (e.g. Comsol or JCMwave) for simulating the far-fields. The drawback
will be the loss of easy access to the optical modes of the nanowire, especially to
the radiation modes, but an advantage would be the possibility to account for
fabrication deviations from the ideal cylindrical nanowire.
Since the correct modelling of the far-fields is the core of our method and, un-
fortunately, not an easy and straightforward task, our mapping technique would
be more accessible to others if a simple two-mode model could be developed.
Eq. (C.11b) in Appendix C.4 describes the power distribution for the TE01 and
HE11 modes in a cross-section of the nanowire, where the defining parameters
are the difference in propagation constant, ∆β, and the transverse profile of the
modal fields E(H)HE11 and E(H)TE01. It is well-known, how to determine both
the propagation constants and the modal fields in a nanowire,[113] and thus the
power distribution in the straight nanowire section is easily computed, especially
if the TE01 mode is a truly guided mode, and not radiating as in our structure.
However, the challenge arises in describing the interference along the out-coupling
taper. The propagation constants will change differently for the two modes as
well as the confinement of the modal fields, and thus you need a continuous de-
scription of both. This poses an on-going research challenge of how to efficiently
model both needle and trumpet tapers with the FMM, which we touched upon
in Ref. [121] (J2). However, the work we presented in this SPIE Proceedings did
not reach a conclusion, and thus an efficient model for treating tapers is still to
be developed. One idea which was pursued in this Ph.D.-study was to combine
the oFMM method with the cross-section method [122, 123], however due to time
constraint and other priorities, the project was put on-hold. Thereby formulat-
ing a simple 2-mode model describing the emitted far-fields by QDs in tapered
nanowires would be an interesting future research project.
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nanopost structures

In the previous chapter, we considered a nanowire with a needle out-coupling ta-
per. The out-coupling taper secures a good coupling to a Gaussian mode in the
far-field for an on-axis QD [27, 62, 63], however at the cost of Purcell enhancement
due to the negligible reflectivity of the needle tip. With a trumpet out-coupling
taper [23, 32, 61], it is possible to introduce some reflectivity by a Bragg mirror
in the trumpet region as proposed in [57], and thereby introduce some Purcell
enhancement. The Purcell enhancement is needed for accelerating the photon
emission rate in order to reduce phonon-induced decoherence and spectral diffu-
sion, and thereby enhancing the indistinguishability of the emitted photons [57].
The state-of-the-art platform within semiconductor single-photon sources (SPS)
is currently the micropillar structure [25, 29, 124, 125], which uses DBR mirrors
in order to increase the Purcell enhancement through cavity effects. However,
since the micropillar structures rely on a large Purcell effect both the spectral
alignment of the emitter and the cavity, as well as the spatial alignment of the
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Figure 6.1: GaAs nanopost on a silica-gold mirror. The distance from the QD to the
mirror is kept fixed at 73 nm, which correspond to the first antinode of the HE11 mode.

emitter and the cavity field maximum needs to be very precise. This results in
a narrow operating bandwidth preventing large tuning of the QD emission lines
[57]. The advantage of using nanowires instead of micropillars as SPS is their
broad operating bandwidth, however implementing efficient top and bottom mir-
rors in order to enhance the SE rate is still an on-going research field. In Ref.
[57] they introduce DBRs in the out-coupling trumpet, however an experimental
demonstration of this design is still to be realised.
The fabrication of trumpet nanowires with DBR mirrors embedded in the ta-
per part is thus quite complex, and therefore we set out to study the simplest
possible nanowire design - a truncated nanowire (denoted a nanopost). In the
present chapter, we investigate the properties of the nanopost with two differ-
ent models based on the oFMM formalism[48]: a single-mode model and the full
model including all modes (see Section 6.1). From a modelling point of view it is
interesting to investigate, whether the single-mode model is applicable, since it is
widely used in the literature for treating nanowire structures as in [22, 23, 57, 63],
where it is in general shown to be a good model. From a fabrication point of
view it is interesting to investigate the performance of such a simple structure,
and see how well it performs compared to more complex structures. For sure
the nanopost design (see Fig. 6.1) will not break any records regarding pure
performance, however, the complexity of the fabrication of the design is also of
importance, when designing quantum optical experiments.
The nanopost design is seen in Fig. 6.1, where the bottom mirror consists of a
silica-gold mirror, which is the current state-of-the-art mirror type for nanowire
structures [84]. The work presented in the present chapter was initiated during my
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external stay at CEA in collaboration with Julien Claudon. So far the project is
purely theoretical, and all modelling, method development and simulations have
been performed by the author. Julien and his team are currently working on
reproducing the theoretical predictions experimentally. We have a manuscript
focussing only on the theoretical modelling and the discovered breakdown of the
single-mode model in preparation (J6). This chapter is based on the manuscript.

The chapter is organized as follows. In Section 6.1, we introduce the single-mode
and full model, which we use and compare throughout the chapter. We summarize
the design strategy for finding the optimal geometrical parameters of the nanopost
in Section 6.2, where we focus on optimizing the Purcell enhancement - later in the
chapter we will also look at the source efficiency. In Section 6.3, we compare the
results obtained by the single-mode and full model, and provide simple physical
explanations for why the single-mode model breaks down. We finish the chapter
with a conclusion and an outlook for the nanopost design.

6.1 Single-mode and full model

Due to the rotational symmetry of the nanopost, we are using the oFMM for-
malism in cylindrical coordinates (as in the previous chapter) described in details
in Ref. [48] for computing the eigenmodes instead of the 3D oFMM formalism
presented in Chapter 3. All reflection and transmission matrices for the structure
in Fig. 6.1 are found in the standard FMM way using the boundary conditions at
the interfaces between z-independent layers and the scattering matrix formalism
[46]. The full electromagnetic field is given as in the previous chapter by Eq.
(5.1), and the Purcell enhancement is given in Eq. (3.20). Both of these quan-
tities depend on the dipole coupling coefficient, which in an infinite nanowire is
computed using Eq. (5.2). The scattering reflection matrices of the top facet
and bottom mirror in Fig. 6.1 both include the propagation phase from the QD
position to the interface. The cavity effects are included in the dipole coupling
coefficient by using the scattering matrix formalism as [46]

atot,n = (I−RbRt)−1(a∞NW + Rbb∞NW), (6.1)

where a∞NW (b∞NW) is the dipole coupling coefficient into the forward (back-
ward) propagating modes in an infinite nanowire, and Rb(Rt) is the reflection
matrix for the bottom mirror (top facet). Eq. (6.1) is referred to as the full
model, since it includes all modes and their mutual coupling. Since we are only
considering in-plane dipole orientations,1 the nanowire is mirror symmetric with
respect to the QD plane, and thus couple equally to modes propagating upwards

1As discussed in Chapter 5, the InGaAs QDs in GaAs nanowires will always have a dipole
orientation in the plane due to the fabrication technique.



80 Breakdown of single-mode model in nanopost structures

and downwards: a∞NW = b∞NW. The single mode model comes forth by rewrit-
ing Eq. (6.1) into a scalar version using only the matrix elements for the HE11
mode:

atot,HE11 = 1 + rbHE11
1− rbHE11r

t
HE11

a∞NW,HE11, (6.2)

where a∞NW,HE11 is the first element of atot,n=1. In this study we consider a
dipole placed on-axis in the nanopost structure, and thus we only need to consider
modes with angular momentum n = ±1, since the QD will not couple to modes
with other angular momenta as discussed in Section 5.1.
The near-field to far-field transformation outlined in Section 5.2 is re-used in this
chapter for computing both the far-field and the source efficiency of the nanopost
structure. The near-field will be computed using the transmission matrix from
the QD position to the near-field plane in Fig. 6.1 as

aNF,n = Tatot,n. (6.3)

In the single-mode model atot,n is replaced with the vector atot,HE11(j) = δ1jatot,HE11.
The source efficiency of the nanopost is computed as the ratio between the power
collected in a lens with numerical aperture NA and the emitted power as

Source efficiency = PCollected
PEmitted

, (6.4)

where the emitted power is computed using Eq. (3.20) and Eq. (2.16), whereas
the collected power is computed by integrating the time-averaged Poynting vector
(see Eq. (2.7)) of the far-field, Sfar, over the area of the NA as

PCollected =
∫ 2π

0

∫ θNA

0
〈Sfar · r̂〉R2 sin θdθdφ, (6.5)

where NA = sin θNA, R is the distance from the center of the near-field plane to
the observation point, and r̂ is the radial unit vector for the spherical coordinate
system in which, we compute the far-field.
In Section 6.3 we compare the results of the two models, where the limitations
of the single-mode model will be apparent, and provide physical arguments for
why it breaks down.

6.2 Optimal geometry of nanopost

There are several design parameters for the GaAs nanopost to optimize. We fix
the emission wavelength in this study to λ = 920 nm, and the first task is to
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Figure 6.2: Normalized SE rates and β-factor of an on-axis emitter in an infinite
nanowire.

determine the diameters with a good β-factor and inherent Purcell enhancement.
We place an emitter with emission wavelength λ = 920 nm on-axis in an infinite
nanowire. The SE rates and the β-factor of this configuration as function of the
diameter are plotted in Fig. 6.2. A similar plot is found in Ref. [48]. A β-factor
above 0.9 is obtained for diameters between 190 nm and 260 nm, and thus we
expect the optimal geometry to be found in this interval. We observe a peak
for the Purcell enhancement of the HE11 mode around 220 nm, and the β-factor
peaks at around 230 nm.
We now consider the silica-gold bottom mirror, where the thickness of the silica
layer can be chosen freely. In Fig. 6.3 the reflectance of the HE11 mode, R = |r|2,
is plotted as function of the nanowire diameter for various thicknesses of the silica
layer. As seen, the optimal thickness depends on the diameter, however for the
diameter range with high β-factor and large Purcell enhancement in Fig. 6.2 a
thickness of either 7 or 9 nm seems to be the optimal choice. Note that the silica
layer reduces the reflection dip of the metal mirror that we studied for the square
nanowire in Chapter 3 in Fig. 3.5, by reducing the coupling to surface plasmons
[84].
The QD should be placed in an antinode of the cavity mode meaning that the
reflected light at the bottom mirror and the top facet should be in phase at the
QD position, i.e. arg

(
Rb

HE11
)

= arg
(
Rt

HE11
)

= 2πn, where n = 0, 1, 2, .... Thus
the distances hb and ht may only be varied discretely in order to match the
phase condition, and they will both depend on the diameter of the nanopost.
Now we consider the shortest possible nanopost geometry and place the QD in
the antinode of the cavity mode, and use both the full and single-mode model
described in the previous section to compute the Purcell enhancement of the
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Figure 6.3: Reflectance of the HE11 mode as function of the nanowire diameter for
various thicknesses of the silica layer.

Figure 6.4: Purcell enhancement of the HE11 mode as function of diameter of the full
structure sketched in Fig. 6.1. The nanopost is designed as short as possible and the
dipole emitter is placed in the antinode.

HE11 mode. We use a silica thickness of 7 and 9 nm for the bottom mirror. This
leads to the plot shown in Fig. 6.4, where a remarkable Purcell enhancement
of around 10 is obtained for diameters between 220 and 260 nm. The single-
mode model predicts a somewhat lower Purcell enhancement of around 7 in the
same range. The disagreement between these two models will be analysed and
explained throughout the remaining of the chapter. It seems from Fig. 6.4 that
the largest Purcell enhancement is obtained for a silica thickness of 7 nm and
a diameter of 230 nm, and thus we will use these parameters for the nanopost
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geometry in our analysis. We will keep the distance between the QD and the
bottom mirror fixed to the shortest possible, and vary the distance from the QD
to the top facet discretely still satisfying the phase criteria, such that the QD is
always placed in an antinode of the cavity mode.

6.3 Single-mode versus full model

In this section, we compute the Purcell enhancement, the source efficiency and
the far-field using the single-mode model and the full model presented in Section
6.1. We show that the single-mode model is adequate for computing the Purcell
enhancement for all nanopost heights except for the shortest possible, and that
it in general is a bad approximation for computing the source efficiency and the
far-field radiation pattern due to the scattering at the top facet.

Purcell enhancement and source efficiency

In Fig. 6.5(a) the Purcell enhancement for the geometry in Fig. 6.1 is computed
using the full model and the single-mode model as function of the distance be-
tween the emitter and the top facet, ht. As long as the dipole is placed in a
field anti-node, there is no dependence on ht in the single-mode model, and the
full model generally agrees with the single-mode prediction. However, for the
smallest possible nanopost, where a true anti-node exist, the full model predicts
a Purcell enhancement of Fp = 10± 2, where as the single-mode model predicts
a Purcell enhancement of Fp = 7.3 ± 0.3. This result is rather surprising so
thorough convergence checks have been carried out and the result in Fig. 6.5(a)
is not an artefact from convergence issues. In Appendix D.1 you will find the
discretization strategy of the in-plane km-values used in Eqs. (5.3) as well as the
convergence study on the Purcell enhancement computed using the full model
and single-mode model for the shortest nanopost geometry (i.e. the first point in
Fig. 6.5(a)).
The enhanced Purcell effect for the shortest nanopost is a consequence of a com-
plex coupling at the bottom mirror and the top facet between the fundamental
mode, radiation modes and evanescent modes.2 The reflectivity of the bottom
mirror for the HE11 mode is: RHE11 = 0.92, and thus 8% of the power in the
fundamental mode goes into radiation and evanescent modes at the bottom mir-
ror. For the smallest nanopost, however, the radiation and evanescent modes
can couple back in to the HE11 mode at the top facet and thereby enhance the
Purcell effect. The evanescent modes, though not carrying any power, have not
completely decayed before reaching the top facet making their contribution to the
HE11 mode non-negligible. Fig. 6.6 shows the Purcell enhancement as function

2Here we use the same classification of modes as in Chapter 3 in Eq. (3.19).
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Figure 6.5: (a) Purcell enhancement for the nanopost sketched in Fig 6.1 computed
using the full model and the single-mode model as function of the distance between the
dipole and the top facet. (b) The source efficiency with a numerical aperture of 0.80 and
1 for the nanopost as function of ht. The dashed line in both plots are computed using
the single-mode model.

HE11

Radiation modes Evanescent modes

Figure 6.6: The Purcell enhancement for the five shortest nanoposts as function of the
number of included modes in the full model. The first mode is the HE11 mode, followed
by radiation modes and from 1400 the modes included are evanescent.
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of the number of included modes in the full model for the five shortest nanoposts.
As seen, using all modes or only the HE11 mode gives approximately the same
result except for the shortest nanopost. For the shortest nanopost all radiation
modes and the first 30-40 evanescent modes should be included before the Purcell
enhancement converges. This supports the argument that the evanescent modes
cannot be neglected for very small structures. That the coupling between evanes-
cent modes and the fundamental mode can break-down a single-mode model for
short propagation distances was also shown in 2D photonic crystal Fano struc-
tures in Chapter 4 [96].

From Fig 6.5(b) it seems that the enhanced Purcell effect comes at a cost of lower
source efficiency for numerical apertures NA = 0.80 and NA = 1. Furthermore,
we see some variations in the source efficiency as the height of the nanopost is
increased. In the single-mode model, the source efficiency does not depend on the
height of the nanopost, since the scattering of the HE11 mode at the top facet is
independent of the height. Furthermore, it should be noticed that the single-mode
model predicts an efficiency of around 67 % for NA = 1, which is significantly
less than the prediction by the full model. This is due to the scattering at the
top facet, where all backscattered radiation modes (i.e. radiation modes that
propagate towards the bottom mirror) are lost in the single-mode model. More
details on this will be given in the following subsections, where we will look at
the far-field pattern of the nanopost and give simple explanations of the reduced
source efficiency for the smallest nanopost, as well as for the observed variations
in the source efficiency for the different nanopost heights.

Far-field emission pattern

In the literature, the far-field emission pattern of nanowire structures is usually
computed using only the guided modes as in [63]. In [114] the emission into
both guided and radiation modes for infinite dielectric nanowires is computed,
however not explicitly for truncated nanowires. In Refs. [126] and [127] the far-
field radiation pattern from InP nanowires grown on top of an InP substrate are
considered. However, as opposed to the study in this chapter Refs. [126] and
[127] do not consider a single emitter embedded in the nanowire - instead the
whole semiconductor structure is excited, and thus modes with angular momenta
n 6= ±1 are included in the analysis as well as dipoles with orientations along
the nanowire direction. Another important difference is that the nanowire is
standing on top of a dielectric substrate instead of the bottom mirror in our
nanopost structure. The authors do make a modal analysis in [127], however
only including the HE11 (guided), TE01 (guided) and TM01 (in the paper it is
both a guided mode and a radiation mode depending on the nanowire diameter)
modes and do not consider all radiation modes. This is probably unnecessary
due to the weak bottom mirror (dielectric substrate). Thus, to our knowledge, a
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Figure 6.7: Far-field patterns for the 9 shortest nanoposts. The white dashed circle
corresponds to a numerical aperture of 0.80. The fields are normalized to the maximum
power across the nanopost sizes.

full study on the role of radiation modes has never been investigated except for
infinite nanowires. Due to the open boundary conditions in the oFMM formalism,
we can correctly account for the contribution of the radiation modes to the far-
field emission pattern, and their mutual coupling with the HE11 mode, enabling
us to separate the contributions from the radiation modes and the HE11 mode
to the far-field radiation pattern.

The far-field patterns of the 9 shortest nanoposts are shown in Fig. 6.7. Here
the full model has been used and as seen the far-field includes interference rings
- not predicted by a single-mode model. As the height of the nanopost increases
additional rings appear. These rings are a consequence of interference between the
HE11 mode and the backscattered radiation modes. In [128] it was reported that
around 15 % of the intensity of the HE11 mode is backscattered into radiation
modes at the top facet of a GaAs nanopost for a diameter of D = 230 nm at
λ = 920 nm. The backscattered radiation is reflected by the bottom mirror
and thus contribute to the far-field. In Appendix E the far-fields of needle and
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Figure 6.8: As the HE11 mode reflects at the top facet part of the backscattered light
goes into radiation modes, that are not confined by the nanopost. These radiation modes
gets reflected by the bottom mirror and interferes with the transmitted part of the HE11
mode in the far-field.

trumpet nanowires are found, where the backscattering is reduced due to the
out-coupling taper. For those geometries the interference rings in Fig. 6.7 are
strongly reduced in accordance with the above explanation.
Fig. 6.8 sketches the interference process between the HE11 mode and the
backscattered radiation modes. The part of the HE11 mode that is transmitted
into the far-field at an angle θ is phase-shifted by φHE11

t,top and the part that is
backscattered into a radiation mode at the same angle θ obtains a phase-shift of
φr,top. Additionally there are three contributions to the phase of the radiation
mode: 1) the propagation of the distances d1 and d2, 2) the reflection at the
bottom mirror and 3) the phase due to the conversion of the radiation modes
in the nanopost layer into pure TE and TM free space radiation modes (more
details on this is found in Appendix D.2). The difference in phase between the
two paths is

δφ = k0 (d1 + d2) + φr,top + φr,bot + φ
TE/TM
rad − φHE11

t,top

= 4πh cos θ
λ

+ φr,top + φr,bot + φ
TE/TM
rad − φHE11

t,top . (6.6)

The bright rings in the far-field appear when there are constructive interference
between the two paths meaning that δφ = 2πm, where m = 0, 1, 2, ... . In Fig.
6.9 the phase difference is plotted for the first, fourth and sixth height in Fig.
6.5, corresponding to the far-fields in Fig. 6.7 with ht = 207, 830 and 1245 nm.
Above the plots the far-field along the x-axis from the centre in Fig. 6.7 is shown
for visualising the actual location of the far-field rings.
As seen in Fig. 6.9 the phase difference is slightly different for the free space TE
and TM modes. However, the difference is too small for two distinct bright rings
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Figure 6.9: Phase difference for the two paths as defined in Fig 6.8 for three different
sizes of the nanopost. It is noted that δφ is almost the same for the free space TE and
TM modes. Above the plots, the far-field along the x-axis is shown to clarify the position
of the rings.

for each polarization to appear. Instead a ring is located near the zero points of
the TE/TM phase difference as seen in the far-field slice above the three plots.
For ht = 207 nm our model predicts no bright rings in the far-field, for ht = 830
nm our model predicts two rings in the far-field at around NA = 0.33 and NA
= 0.93 and for ht = 1245 nm three rings are predicted to appear at NA = 0.07,
NA = 0.78 and NA = 0.97. The predicted rings for all three nanopost heights
agree well with the actual location for NA > 0.4. However, the simple model
generally predicts the rings to be located at a slightly larger NA than the actual
location. In order to get an even better description the Gaussian shape of the
HE11 mode and the intensity of each of the radiation modes needs to be taken
into account at the cost of extra complexity. For NA < 0.4 the intensity of the
Gaussian HE11 mode is much larger than the intensity of the radiation modes,
and thus the predicted rings within this numerical aperture is not seen in the
computed far-fields.

It should be noted that for ht = 830 nm the ring is placed outside a numerical
aperture of 0.80, which leads to a reduction in source efficiency as seen in Fig.
6.5(b), whereas for ht = 1245 nm the inner ring is located within a numerical
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aperture of 0.80 leading to a larger source efficiency. This opens up for the
opportunity to tune the source efficiency through the interference between the
HE11 mode and the radiation modes in the far-field. In this study, the dipole
emitter was kept in an antinode of the HE11 mode relative to both the bottom
mirror and the top facet. The source efficiency can be tuned even further if we
relax on the condition that the emitter has to sit in an antinode, however, this will
be at the cost of some Purcell enhancement. The division of the radiation modes
into TE and TM modes in Fig. 6.9 is not straightforward, since the numerically
found radiation modes in the nanopost layers are not necessarily the same as
those in the air layer. These details are discussed in Appendix D.2.

Source efficiency

In order to explain the reduced source efficiency for the smallest nanopost, we
have plotted the source efficiency as function of numerical aperture in Fig. 6.10
computed in four different ways: 1) using only the HE11 mode, 2) using only
the radiation modes, 3) using the full model, and 4) using a simple interference
model based on the phase difference plotted in Fig. 6.9 - see Eq. (6.7) below.
As seen, using only the HE11 mode leads to a very high source efficiency for the
smallest nanopost. This is a consequence of the increased Purcell enhancement
as compared to the HE11 source efficiency for the other two nanopost heights.
However, the total source efficiency including all contributions is in general lower
for the smallest nanopost. This indicates that the radiation modes and the HE11
mode interferes destructively. In order to investigate this the following simple
equation for computing the far-field power is used [129]

PSimple = PHE11 + PRad + 2
√
PHE11PRad cos δφ, (6.7)

where the source efficiency is obtained by dividing the power in the far-field with
the total emitted power as in Eq. (6.4). δφ is obtained from Fig. 6.9, and the
power emitted into the HE11 mode (PHE11) and the radiation modes (PRad) are
easily extracted, when using the oFMM formalism. We obtain a good agree-
ment between Eq. (6.7) and the full model as observed in Fig. 6.10 for all three
nanopost sizes. The phase difference for the smallest nanopost size is between
1.5π and π (see Fig. 6.9(a)), and thus the interference term in Eq. (6.7) will
give a negative contribution. We thus conclude that the reduced source efficiency
for the smallest nanopost size observed in Fig. 6.5(b) is due to destructive inter-
ference between the HE11 mode and the radiation modes in the far-field. Thus
if the phase difference between the HE11 mode and the radiation modes could
be engineered to give constructive interference the source efficiency could be im-
proved. How to engineer this phase difference remains unanswered in this study,
however, if possible in a realistic design it opens up a new way of enhancing the
source efficiency for free space emitting single-photon sources. Regarding what
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Figure 6.10: Source efficiency as function of numerical aperture for three different
nanopost sizes, using only the HE11 mode, only the radiation modes, all modes and a
simplified model given in Eq. (6.7).

the interference between the HE11 mode and the backscattered radiation modes
means for the indistinguishability has not been investigated in this study.

Broadbandness of nanopost

From an experimental point-of-view, the tolerance of the Purcell enhancement
and the source efficiency towards the emission wavelength is important, since the
growth method of the QD limits the precision to which the emission wavelength
can be engineered. The Purcell enhancement and the source efficiency as function
of emission wavelength are plotted in Fig. 6.11 for the four shortest nanoposts.
As expected the full-width half-maximum (FWHM) of the Purcell enhancement
is largest for the shortest nanopost due to the larger Q-factor, which is the conse-
quence of the small cavity size leading to larger free spectral range (FSR) [130].
The source efficiency is seen to be almost flat across the FWHM of ΓHE11. The
nanopost was designed using the single-mode model, such that the largest Pur-
cell enhancement, should be obtained at λ = 920 nm. However, for the shortest
nanopost, where the evanescent modes play a role, the resonance wavelength of
the cavity is shifted by ∼ 4 nm. This was also observed in Chapter 4 for the PhC
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Figure 6.11: (a) The source efficiency for NA = 0.80 and (b) the Purcell enhancement
as function of emitter wavelength for the 4 shortest nanopost sizes.

Fano geometry, when the distance between the PTE and the microcavity became
small. The shift of the resonance wavelength is a consequence of the coupling
between the evanescent modes, and the guided and radiation modes at the top
facet and bottom mirror.

6.4 Conclusion

We sought out to study the performance of the simplest nanowire SPS design
- the nanopost - using a single-mode model and a full model taking advantage
of the modal access provided by the oFMM formalism. The shortest nanopost
showed a Purcell enhancement of around 10, whereas all other heights showed a
Purcell enhancement of around 7. We found that the source efficiency depends
on the nanopost height due to interference between the HE11 mode and the
backscattered radiation modes, that are reflected by the bottom mirror into the
far-field.
The single-mode model predicted the correct Purcell enhancement for all nanopost
heights except for the shortest, where the coupling between HE11, radiation and
evanescent modes leads to a breakdown of this model. Regarding the source ef-
ficiency and the far-field radiation pattern, the single-mode model proved to be
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insufficient, due to the backscattered radiation modes, which are only included
in the full model.
Based on the results presented in this chapter, Julien and his co-workers at CEA
are currently fabricating and characterizing two samples: 1) the shortest nanopost
in order to experimentally verify the additional Purcell enhancement predicted
by the full model and 2) the second shortest nanopost due to its predicted source
efficiency of around 60 % for NA = 0.8 and a Purcell enhancement of 6.5, which
are both fairly good numbers for such a simple structure. Unfortunately, they do
not have any experimental results yet that could feature in the present thesis.
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Cavity–waveguide interplay in
lossy resonators and its role in
optimal single photon sources

QDs embedded in photonic structures form the basis of modern solid-state quan-
tum optics [12–15], both as single-photon sources, as discussed in the introduc-
tions to Chapters 5 and 6, and more generally as light-matter interfaces [131, 132].
In Chapters 5 and 6 we briefly discussed the micropillar and nanowire single-
photon sources and how they are fundamentally different. Here we will expand
the discussion to include the decoherence processes i.e. the photons interactions
with phonons. Furthermore, we have until now treated the dipole as a monochro-
matic emitter, however, in this chapter, this is no longer the case. The emission
spectrum of a QD in a bulk material is seen in Fig. 7.1. The photons emitted
in the zero-phonon line (ZPL) are coherent and indistinguishable and roughly
90 % of the emission goes into this line, however, 10 % of the emitted photons
are in the phonon sidebands, which makes them incoherent and distinguishable
and thus useless for quantum information applications. Furthermore, photons
emitted in bulk are emitted in almost random directions, and thus the efficiency
is extremely low. Placing the QDs in photonic structures such as the needle or
the nanopost investigated in Chapters 5 and 6 enhances the efficiency, since the
photons will be emitted in a preferred direction.
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Figure 7.1: Emission spectrum from a quantum dot in a bulk material. The sharp peak
is the zero-phonon line, which contains roughly 90 % of the emission, whereas 10 % of
the emission goes into the phonon sideband.
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Figure 7.2: Emission spectra for a QD placed in a weak, an intermediate and a strong
cavity.

A way to improve the indistinguishability is by enhancing the emission into
the zero-phonon line by placing the QD in a cavity, as seen from the emission
spectra in Fig. 7.2. However, for cavities with very high Q-factors, we enter the
strong-coupling regime, where the zero-phonon line split, and thus decreases the
indistinguishability. The micropillar structures [25, 29, 124, 125] are examples of
a nanocavity that enhances the spontaneous emission into a well-defined cavity
mode through the Purcell effect, while simultaneously suppressing decoherence
mechanisms as theoretically investigated in Refs. [133, 134] and experimentally
shown in Ref. [135].

Nanowires do not enhance the emission through cavity effects, however they have
an inherently high β-factor (see Section 2.5) due to screening effects meaning most
of the emission goes into the desired optical mode [27, 61, 62, 107] (see Fig. 6.2 in
Section 6.2), whereas PhC waveguide line defects exploit slow-light effects in order
to obtain the same high β-factor [28, 66, 67]. The high β-factor ensures a good
spatial overlap between successively emitted photons. The indistinguishability
is a measure for the spatial, spectral and polarizational overlap between single
photons, and thus a high β-factor is advantageous.
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Figure 7.3: Illustration of a two-level emitter in a Fabry-Perot cavity formed by two
mirrors embedded in a waveguide structure.

The nanocavities and waveguides are treated very differently in standard quan-
tum optics theory. The first is often modelled using a Jaynes-Cummings model,
where the electric field inside the cavity is quantized as a single-mode [136], while
the ladder are modelled as an unstructured reservoir with a continuum of opti-
cal modes with little or no spectral variation [137]. However, in the regime of
strongly dissipative cavities 1, neither of the two models provide a good physical
description.

This point is illustrated by considering a waveguide structure, where two mirrors
are embedded forming a Fabry-Perot cavity as sketched in Fig. 7.3. A smooth
transition between a strongly localised single-mode cavity to a standard broad-
band waveguide is expected when decreasing the mirror reflectivities from 1 to
0, with an intermediate regime at low Q-factors, where the optical local density
of states (LDOS) has characteristics from both a cavity and a waveguide [138–
140]. However, the Jaynes-Cummings model fail to demonstrate this behaviour,
and does not describe the properties of emitters in either a waveguide or a bulk
medium for vanishing Q-factors.

The work presented in this chapter is based on our submitted manuscript avail-
able on arXiv [141] (J4). In the manuscript, we present a quantum optical model
that captures the transition between a high-Q cavity and a waveguide, securing
consistent treatment of waveguides, lossy resonators and high quality cavities.
Our model bridges highly accurate optical simulations and microscopic quantum
dynamical calculations. This enables calculation of the quantum properties of the
generated light (such as the indistinguishability), while fully accounting for the
electromagnetic properties of the nanostructure. Using our model, we identify an
optimal regime of operation for QD single-photon sources, which simultaneously
harnesses the high efficiency of a waveguide and the phonon-suppressing spectral
structure of a cavity. My contribution to Ref. [141] has been the derivation of
the optical Green’s function and the LDOS. Thus this chapter will focus on the
classical optical considerations given in our manuscript and only summarize the
quantum mechanical model in broader terms. Any reader interested in the details
of the quantum optical model are referred to Ref. [141] and its supplementary

1Meaning cavities having an inherent non-zero β-factor (as in nanowires) and a low Q-factor.
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information (SI). Throughout the chapter we will refer to our manuscript, when
details has been omitted.
The chapter is organized as follows. In Section 7.1 and 7.2 we derive the LDOS
and the Green’s function for the structure sketched in Fig. 7.3, respectively.
These both serve as the classical input to our quantum optical master equa-
tion describing the dynamical and optical properties of the emitter. We use our
model in Section 7.3, and calculate the efficiency and indistinguishability of a
single-photon source realized by a high β waveguide with a Fabry-Perot cavity
embedded.

7.1 LDOS for Fabry-Perot cavity in waveguide

In this section, we will derive the LDOS, which serve as the input to our quantum
mechanical model, and separate the waveguide and cavity contributions. The
LDOS is equivalent to the normalised spontaneous emission rate, Γ, which has
been used up to this point in the present thesis.
So far in the thesis, an optical mode has been defined by its spatial distribu-
tion e.g. the Gaussian shape of the HE11 mode or the doughnut shape of the
TE01 mode. However, in this chapter a mode labelled k is defined both from
its frequency and from its transverse field profile. We divide our optical modes
into two sets: the first set, B, contains all modes with a certain transverse field
profile of interest (e.g. all frequencies for the HE11 mode), and the second set, R,
contains all other modes including radiation modes or potentially other guided
modes with a different transverse field profile than the ones in B (e.g. the TE01
mode). Each mode set is associated with the total LDOS given by the emitter
coupling strengths, gk [56]

LS (ω) = π
∑
k∈S
|gk|2 δ (ω − ωk) , S = B,R. (7.1)

This expression is completely general, where the dependence on the optical en-
vironment is enclosed in the emitter coupling strength, gk. In the absence of
mirrors in the waveguide, the LDOS for both set of modes can be considered con-
stant over the spectrum of the emitter as depicted in Fig. 7.4(a), with LS ' Γ0

S ,
where Γ0

S is the emission rate normalized to the bulk SE rate into the mode set
S for an emitter in a pure waveguide. When the mirrors has finite amplitude
reflectivities r1 and r2, the LDOS into the mode set B is given as [57]

LB (ω) = Γ0
BRe

{ [1 + r̃1(ω)] [1 + r̃2(ω)]
1− r̃1(ω)r̃2(ω)

}
, (7.2)

where Γ0
B is the emission rate into the waveguide in the absence of mirrors,

and where r̃j(ω) = rj exp
[
i
(
φj0 + β(ω)L

)]
includes the propagation phase in
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Figure 7.4: Optical LDOS at the emitter position as function of frequency scaled with
the free spectral range (FSR) for the Fabry-Perot cavity embedded in a waveguide (see
Fig. 7.3) for mirrors with (a) weak, (b) intermediate (r1 = r2 = 0.2) and (c) high
reflectivity. ΓB and Γ0

B is the direct emission into the mode set B for a waveguide
structure with and without mirrors embedded respectively.

the emitter-mirror roundtrip,2 where φj0 is the mirror reflection phase, L is the
cavity length and β(ω) = neffω/c is the propagation constant, which is assumed
dispersion-less. neff is the effective refractive index of the waveguide mode.

In Fig. 7.4(b-c), we plot the LDOS given in Eq. (7.2) for r1 = r2 = 0.2 and
r1 = r2 ' 1 respectively. What should be noted, is that for the intermediate
regime in (b) the LDOS features a Lorentzian offset by a constant background.
The background contribution stems from the waveguide nature of the dielectric
structure, whereas the Lorentzian peak is a signature of the cavity quasi-mode,
which becomes the dominant contribution in (c). In order to correctly account for
the emitter-cavity dynamics in our optical master equation (see Eq. (7.10)), we
need to separate the waveguide and cavity contributions to the LDOS. Doing this
separation, allows us to correctly model the quantum properties of the emitted
light for the whole range of cavity Q-factors. We approximate the LDOS in Eq.
(7.2) as a sum between a spectrally constant background stemming from the
waveguide and a Lorentzian originating from the cavity

LB (ω) ' L̄B(ω) = `BΓ0
B + `cΓ0

B
κ̃

κ̃2 + ω̃2 ≡ ΓB + Lc
κ̃

κ̃2 + ω̃2 , (7.3)

where we have introduced the dimensionless frequency, ω̃ = Lneff(ω−ωc)/c with
ωc being the cavity resonance frequency and linewidth (FWHM), κ̃ = κ(Lneff/c).
The contributions to the LDOS from background waveguide modes and the cavity
are given by the weights `B and `c respectively. These and the linewidth κ̃ are
uniquely determined by the mirror reflectivities r1 and r2 as shown in details
in the supplementary information (SI) of [141]. In broad terms the relation is
determined by requiring the following for LB and L̄B:

2This is similar to Eqs. (6.1) and (6.2)
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1 They should be equal at ω̃ = 0:

LB(0) = L̄B(0). (7.4)

2 Their second derivatives should be equal at ω̃ = 0:

d2

dω̃2LB(0) = d2

dω̃2 L̄B(0). (7.5)

3 Their integrals from −π to π should be equal:∫ π

−π
LB(ω̃)dω̃ =

∫ π

−π
L̄B(ω̃)dω̃. (7.6)

In the SI of Ref. [141] these equations are solved for two situations: 1) a sym-
metric cavity with r1 = r2, and 2) a cavity with a perfect bottom mirror r1 = 1.
These requirements ensure a good approximation of the LDOS in Eq. (7.2), which
safely allow us to separate the waveguide and cavity contributions. For the case
of a symmetric cavity, r1 = r2 = r, the above requirements lead to the following
equations, which uniquely determines `B, `c and κ̃ from the mirror reflectivity
(see SI of Ref. [141] for details)

`B = 1− r2

(1− r)2

[
1− rκ̃2

(1− r)2

]
, (7.7a)

`c = r
(
1− r2)

(1− r)4 κ̃3, (7.7b)

1
π
κ̃3 arctan

(
π

κ̃

)
− κ̃2 = (1− r)2

r

[
(1− r)2

1− r2 − 1
]
. (7.7c)

Solving the last equation numerically for κ̃, and inserting the result in the first
two equations determines all three parameters for a particular value of r. On
resonance the LDOS in Eq. (7.3) becomes

L̄B(ω) = `BΓ0
B + `cΓ0

B
κ̃

. (7.8)

The cavity contribution to the LDOS at resonance must correspond to the cavity-
enhanced SE rate given by Γcav = 4g2/κ [142]. This allows us to determine the
emitter-cavity coupling strength through `c and Γ0

B as

g =
√

Γ0
B`cc

4Lneff
. (7.9)
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Figure 7.5: The dependence on the mirror reflectivity of (a) the cavity, Lc, and waveg-
uide, ΓB, contributions to the LDOS, and (b-c) the emitter-cavity coupling rate, g, and
the cavity decay rate, κ, for cavity lengths of L = 1µm and L = 4µm with neff = 2.5.
The limiting values of g and κ are indicated by the dashed lines.

Fig 7.5(a) shows the contribution to the LDOS from the background waveguide
modes, `B = ΓB/Γ0

B, and the cavity quasimode, `c = Lc/Γ0
B, as function of

the mirror reflectivity for the symmetric cavity. As seen, the system transforms
gradually from being a pure waveguide (r = 0) to a cavity (r → 1) with full
suppression of the waveguide background modes. Similarly, the emitter-coupling
strength in Eq. (7.9) is shown for two cavity lengths in Fig. 7.5(b), which
approaches the value gmax =

√
Γ0
Bc/2Lneff as the reflectivity increases. The

linewidth in Fig. 7.5(c) tends to zero as r → 1, and interestingly it does not
diverge as r → 0, but approaches a value of κmax ' 2.895c/(neffL). Here it
should be noted, that the linewidth only relates to the cavity contribution, which
approaches zero as r → 0. Thus the full LDOS do not have a linewidth, when
there is no cavity.

The separated LDOS in Eq. (7.3) allows us to derive a quantum mechanical
master equation (details in SI of [141]) describing the dynamical and optical
properties of the emitter

ρ̇(t) = −i
[
g
(
â†σ + âσ†

)
, ρ(t)

]
+ (ΓB + ΓR)D [σ] + κD [â] , (7.10)

where ρ is the density operator for the cavity-emitter system, â(â†) is the annihi-
lation (creation) operator for the cavity mode, and D[x] = xρ(t)x†− 1

2

{
x†x, ρ(t)

}
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is the Lindblad dissipator and σ = |g〉 〈e|. The square brackets [x̂, ŷ] = x̂ŷ − ŷx̂
is the commutator. It should be stressed that at this point, we have not included
the influence of phonons, and that the above equation is only presented in order
to motivate our division of the LDOS into a waveguide and a cavity contribution.
The first term describes the emitter-cavity interaction, where only the cavity
contribution to the LDOS has an influence. The second term accounts for the
emission into the waveguide background modes and the radiation modes. The
last term accounts for the cavity decay rate, i.e. the rate of which the photons
escapes the cavity. In the absence of mirrors, r = 0, we have g = 0, ΓB = Γ0

B and
the master equation reduces to the usual waveguide case. For the limit of high
reflectivity, r → 1, the waveguide contribution to the LDOS vanishes, ΓB → 0,
and the master equation describes an emitter coupled to a cavity quasimode and
a radiation bath.

For single-mode waveguide structures, the cavity only affects the single guided
mode and not the radiation modes. However, for a multimode structure (e.g.
a micropillar), the emission rate ΓR includes the emission into both radiation
modes and other guided modes, which are not included in the mode set B. The
cavity affects all guided modes, and the total LDOS of the mode set R becomes

LR(ω) = ΓRad +
∑
m

Γ0
mRe

{ [1 + r̃m1 (ω)] [1 + r̃m2 (ω)]
1− r̃m1 (ω)r̃m2 (ω)

}
, (7.11)

where ΓRad is the emission rate into radiation modes. The sum runs over all
guided modes, which are not included in the mode set B. From now on, we will
consider a single-mode waveguide.

7.2 Green’s function

Now that we have derived the LDOS of the waveguide cavity structure, we will
determine the Green’s function in order to calculate the electromagnetic field,
which is coupled to the waveguide to the right in Fig. 7.3. For simplicity, we
re-sketch the structure in Fig. 7.6. We derive the Green’s function using the
Fourier modal method and the scattering matrix formalism, as has already been
used throughout this thesis.

Inside the cavity section, we expand the forward propagating part of the field
to the right of the emitter in Fig. 7.6 on the cavity section eigenmodes, EC

j , as
in Eq. (5.1) [46]

E(r, ω) =
∑
j

aCj (ω, r0)EC,0
j (r⊥, ω) exp [iβj(z − z0)] , (z0 ≤ z ≤ z2), (7.12)
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Figure 7.6: Schematic showing a cavity with mirror reflectivities r1 and r2 coupled to a
waveguide with a transmittivity of t2. The point dipole, with dipole moment p, is placed
at r0.

where aCj are the modal expansion coefficients for the cavity section and z0(z2)
is the z-coordinate of the emitter (top mirror). In the single-mode model, the
modal expansion coefficients are given by Eq. (6.2) in Section 6.1. For clarity,
we restate the equation here with the notation used in this chapter

aCB (ω, r0) = 1 + r̃1(ω, z0)
1− r̃1(ω, z0)r̃2(ω, z0)a

0
B(ω, r0

⊥), (7.13)

where a0
B = a0

1 is the modal expansion coefficient for the fundamental guided
mode of the infinite nanowire, and is given by Eq. (5.2) in Section 5.1 as

a0
B(ω, r0

⊥) = iωp ·EC,0
B (r0

⊥, ω)
2[W ] , (7.14)

where p is the dipole moment of the emitter positioned at (r0
⊥, z0). We normalize

the mode profiles of the fundamental guided mode of the cavity section and the
waveguide, such that they share the same Poynting power (see Eq. (2.7) in
Section 2.1)

∫
r⊥

Re
[
EC,0
B (r, ω)×HC,0∗

B (r, ω)
]
· ẑdr⊥ =∫

r⊥
Re
[
EWG,0
B (r, ω)×HWG,0∗

B (r, ω)
]
· ẑdr⊥. (7.15)

The emitted field by the dipole p in the cavity is partly transmitted by the
second mirror, which leads to an electric field in the waveguide mode B at z2.
The field in the waveguide mode is generally given as [44]

EWG
B ([r⊥, z2], ω) = aWG

B EWG,0
B (r⊥, ω)

= ω2µrµ0
↔
G ([r⊥, z2], r0;ω) p(ω), (7.16)
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where µr = 1, aWG
B is the modal excitation coefficient for the B mode in the

waveguide and EWG,0
B (r⊥, ω) is the normalized transversal field profile of the B

waveguide mode. The modal excitation coefficient in the waveguide is given as
aWG
B = t̃2a

C
B , where t̃2 = t2 exp (i(φt + βBL2)).

↔
G is the Green’s function (a

dyadic tensor) mapping the emitted field at r0 to the field in the waveguide at
z2. We now wish to determine the Green’s tensor, using the above expressions.
We use the following notation for the Green’s tensor

↔
G =

 Gxx Gxy Gxz
Gyx Gyy Gyz
Gzx Gzy Gzz

 =
[

Gx Gy Gz

]
. (7.17)

From Eq. (7.16) we get

↔
Gp(ω) = aWG

B EWG,0
B (r⊥)
ω2µ0

, (7.18)

and insertion of Eqs. (7.13) and (7.14), and using aWG
B = t̃2a

C
B we arrive at

↔
Gp = i

2[W ]ωµ0

t̃2(ω) (1 + r̃1(ω))
1− r̃1(ω)r̃2(ω)

(
p ·EC,0

B (r0
⊥, ω)

)
EWG,0
B (r⊥, ω)

= i
2[W ]ωµ0

t̃2(ω) (1 + r̃1(ω))
1− r̃1(ω)r̃2(ω)

[
EWG,0
B (r⊥, ω)

(
EC,0
B (r0

⊥, ω)
)T ]

p⇒
↔
G = i

2[W ]ωµ0
G(ω)EWG,0

B (r⊥, ω)
(
EC,0
B (r0

⊥, ω)
)T

, (7.19)

where T is the transpose and

G(ω) = t̃2(ω) 1 + r̃1(ω)
1− r̃1(ω)r̃2(ω) (7.20)

is the cavity filtering function. Using Eq. (7.16) the field in the waveguide
(z ≥ z2) is given as

EWG
B (r, ω) =iω

2 G(ω) exp (iβB(ω) [z − z2])

EWG,0
B (r⊥, ω)

(
EC,0
B (r0

⊥, ω)
)T

p(r0, ω). (7.21)

Having determined the Green’s function and the electric field in the waveguide,
we will now derive a simple expression for the power going through the second
mirror. First the power emitted by the point dipole in the absence of mirrors
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into mode B, P 0
B, is given by two equivalent expressions: 1) by using Eq. (3.20)

and 2) by the time averaged Poynting power in Eq. (2.7). Using these leads to

P 0
B = ω

2 Im
[
a0
BE

C,0
B (r0

⊥, ω) · p
]

= 2
∣∣∣a0
B

∣∣∣2 1
2

∫
r⊥

Re
[
EC,0
B (r, ω)×HC,0∗

B (r, ω)
]
· ẑdr⊥, (7.22)

where the factor 2 in the second line accounts for the emission in both directions.
Thus we get the following expression for the integral

∫
r⊥

Re
[
EC,0
B (r, ω)×HC,0∗

B (r, ω)
]
· ẑdr⊥ =

ωIm
[
a0
BE

C,0
B (r0

⊥, ω) · p
]

2
∣∣a0
B
∣∣2

= P 0
B∣∣a0
B
∣∣2 . (7.23)

Integrating the time-averaged Poynting vector for the fields in the waveguide,
and using the above expression along with Eqs. (7.13) and (7.15) we get

PWG
B (ω) = 1

2
∣∣∣aWG
B

∣∣∣2 ∫
r⊥

Re
[
EWG,0
B (r, ω)×HWG,0∗

B (r, ω)
]

dr⊥

=

∣∣∣aWG
B

∣∣∣2
2
∣∣a0
B
∣∣2 P 0

B = 1
2 |G(ω)|2 P 0

B

= 1
2 |G(ω)|2 Γ0

B(ω)Pbulk(ω), (7.24)

where the relation between emitted power and emission rate normalized to their
bulk values given in Eq. (2.15) has been used. Γ0

B(ω) is the normalized emission
rate as stated in the beginning of the chapter. The power transmitted to the
waveguide is thus simply given by G(ω) and the power emitted in the absence
of mirrors, which is easily calculated for both ridge and nanowire waveguide
structures using the techniques already presented in Chapters 3 and 5. The G(ω)-
function consists of reflection and transmission scattering coefficients, which are
easily calculated using the FMM and the scattering matrix formalism, underlining
the strength of the modal methods.

In the following section, we present the results produced by our quantum me-
chanical model using the LDOS and the Green’s function as input.
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7.3 Optimal single-photon source

We will now consider a single-photon source composed of a QD in a dielectric
waveguide structure with mirrors, where we take one cavity mirror to be perfectly
reflecting, r1 = 1, and the other to have a finite reflectivity, r2 = r. Furthermore,
we will take the scattering with longitudinal acoustic phonons into account. In
order to calculate the exciton-phonon coupling, we use the polaron theory. For
details on this theory, we refer any interested reader to the manuscript on arXiv
[141] and the SI. Here we will simply state the results from using the quantum
mechanical model and provide a discussion of the underlying physics.
The presence of a perfect bottom mirror modulates the LDOS by a sinusoidal
variation along the waveguide through interference effects. We now assume that
the QD is placed at an antinode of this variation, such that the QD is in perfect
resonance with the reflected field. This enhances the SE rate into the B-mode
with a factor of 2: Γ0∗

B = 2Γ0
B in the absence of the second mirror. In that case

the β-factor in the presence of the perfect back mirror is β∗ = 2Γ0
B/(Γ0

B + Γ0
R) =

2β/(β + 1). A waveguide with no mirrors and β = 0.95, gets an improvement to
β∗ = 0.974 in the presence of the perfect back mirror.
Applying our quantum mechanical model as outlined in [141] and the SI, we cal-
culate the indistingusihability and the efficiency as function of the mirror trans-
mittivity of the second mirror. The waveguide is assumed to be single-mode, such
that ΓR = ΓRad is constant and thus not affected by the mirror reflectivities. The
efficiency is calculated as the ratio between the power reaching the detector in
the waveguide coupled to the cavity and the total emitted power as

E = PB
PB + PR

, (7.25)

where PR = ΓR
∫∞
−∞ Pbulk(ω)dω = ΓR

∫∞
−∞ S0(ω, ω)dω. S0(ω, ω′) is the two-

colour dipole spectrum formally given as

S0(ω, ω′) =
∫ ∞
−∞

exp
[
i
(
ωt− ω′t′

)]
〈σ†(t)σ(t′)〉dtdt′, (7.26)

where σ(t) = |g(t)〉 〈e(t)| and 〈σ†(t)σ(t′)〉 is the autocorrelation function. For
ω = ω′, S0 gives the dipole spectrum for the QD placed in bulk, similar to the
spectrum presented in Fig. 7.1. PB in Eq. (7.25) is the total power emitted into
the fundamental waveguide mode, and is given by integrating Eq. (7.24) over all
frequencies as

PB = Γ0
B
2

∫ ∞
−∞
|G(ω)|2 Pbulk(ω)dω = Γ0

B
2

∫ ∞
−∞
|G(ω)|2 S0(ω, ω)dω, (7.27)
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where Γ0
B has been assumed constant over the frequency range of interest, and

G(ω) is given in Eq. (7.20). The expression for the indistinguishability is a bit
more complex. Here we will simply state the expression and give an overall phys-
ical description of the parameters involved. The indistinguishability is calculated
as

I =
∫∞
−∞ |G∗(ω)G(ω′)S0(ω, ω′)|2 dω dω′

(2PB/Γ0
B)2

=
∫∞
−∞ |G∗(ω)G(ω′)S0(ω, ω′)|2 dω dω′[∫∞

−∞ |G(ω)|2 S0(ω, ω)dω
]2 . (7.28)

The details on how to evaluate this expression are found in the SI of Ref. [141].
The numerator gives the total power of coherent photons emitted going through
the top mirror and into the waveguide, whereas the denominator is the total
power emitted into the waveguide. Thus the indistinguishability is a measure
of the fraction of coherent photons we detect in the waveguide. Experimentally
the indistinguishability is determined using a Hong-Ou-Mandel setup [143], where
two photons incident on a beam splitter will always leave the same output channel
if they are indistinguishable [144].

The two-colour spectrum may be separated into two contributions S0 = SZPL +
SPSB, where SZPL(SPSB) is the emission into the zero-phonon line (phonon side-
band) of Fig. 7.1. Thus in broad terms the two-colour dipole spectrum describes
the coherence between photons emitted into either of these two channels as

S0(ω, ω′) =
〈
σZPL(ω)σ′ZPL(ω′)

〉
+
〈
σZPL(ω)σ′PSB(ω′)

〉
+
〈
σPSB(ω)σ′ZPL(ω′)

〉
+
〈
σPSB(ω)σ′PSB(ω′)

〉
, (7.29)

where the first term gives the primary contribution to the indistinguishability.
As seen in Fig. 7.2, introducing a cavity enhances the emission into the zero-
phonon line and thus increases the indistinguishability. However, if the cavity
becomes too strong, we enter the strong-coupling regime (see Fig. 7.2(c)) and
the zero-phonon line split, which reduces the indistinguishability.

In Fig. 7.7 we have plotted (a) the efficiency calculated using Eq. (7.25) and
(b) the indistinguishability calculated using Eq. (7.28) as function of the mirror
transmittivity of the top mirror for cavities with length L = λX/(2neff) and
L = 15λX/neff , where λX = 950 nm is the QD transition wavelength. In the
absence of the second mirror (t = 1) the cavity filtering function equals 2 (G = 2)
and the efficiency becomes
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Figure 7.7: (a) Efficiency and (b) indistinguishability of single-photon source as function
of the mirror transmittivity of the second mirror for cavities with length L = λX/(2neff)
(orange solid) and L = 15λX/neff (black dashed). The thin dashed line indicate (a) β∗ =
0.974 and (b) B4 = 0.826. The SE rate into the mirrorless waveguide is Γ0

B = 1.1µeV.

Et=1 = 2Γ0
B

2Γ0
B + ΓR

= β∗. (7.30)

Thus the efficiency converges towards β∗ as the top mirror is gradually removed.
This is a central result for our model, since if the waveguide mode contribution
to the LDOS was ignored, the efficiency would approach zero as r → 0, which is
only a valid approximation if the underlying waveguide structure has a vanishing
β-factor, which is the case for micropillar structures. In the same limit, the
indistinguishability converges to the Franck-Condon factor (B2) squared, B4,
which is the fraction of photons emitted into the ZPL, if the optical LDOS is
frequency independent [134]. In the absence of the second mirror, the LDOS is
approximately constant across the frequencies of the emitted spectrum.

As seen from Fig. 7.7(a), when lowering the mirror transmittivity the efficiency
initially increases due to an increase in the Purcell enhancement. However, the
efficiency starts to decrease, when the cavity decay rate becomes small enough
such that the photon escapes the cavity by scattering to radiation modes via
the QD rather than leaking through the mirror into the waveguide. In the limit
t → 0, we see that the efficiency of the longer cavity is reduced more than for
the shorter cavity, which can be explained by the dependence of the cavity decay
rate, κ, and the emitter-coupling strength, g, on the cavity length. The cavity
decay rate is inverse proportional with the cavity length as κ = κ̃c/(Lneff), where
κ̃ is found from Eq. (7.7c). The emitter-coupling strength, however, is inversely
proportional to the square root of the cavity length as seen in Eq. (7.9). This
means that a photon emitted into the longer cavity is more likely to get re-
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absorbed by the QD, before dissipating through the mirror to the waveguide,
than a photon emitted in the shorter cavity. Whenever the photon is absorbed it
will be re-emitted, however, it might be emitted into the radiation modes, which
means that it will be lost. Thus for the longer cavity, the photon is exposed to
the radiation channel more times than for the shorter cavity in the high Q limit,
before it eventually either has leaked to the waveguide or has been scattered into
the radiation modes. However, this effect is rather weak as seen from the plot,
where the efficiency is well above 0.99 even when t is very close to zero. The
efficiency drops to zero, if we have a perfect reflecting second mirror (t = 0),
since in that case the only escape channel out of the cavity for the photons are
through the radiation modes.
We have already discussed that the indistinguishability decreases, when we enter
the strong emitter-cavity coupling regime due to the splitting of the ZPL. This
regime is reached when g > κ, and thus for the two different cavity lengths
investigated in Fig. 7.7 strong coupling occurs at different transmittivities of the
second mirror. As seen from Fig. 7.5(b-c) a longer cavity will enter the strong-
coupling regime at lower reflectivity than a shorter cavity. However, the longer
cavity will also have a narrower linewidth and thus provide a better filtering of the
PSB than the shorter cavity. As seen in Fig. 7.7(b) the best indistinguishability of
the longer cavity is obtained for a weaker second mirror than for the shorter cavity,
and interestingly the narrower linewidth of the longer cavity provides a better
filtering of the PSB than the possible larger Purcell enhancement of the shorter
cavity leading to better indistinguishability. We observed the narrowing of the
cavity linewidth in the previous chapter in Fig. 6.11 for the nanopost structure.
Increasing the cavity length will continuously improve the indistinguishability of
the emitted photons until the cavity free spectral range becomes comparable to
the width of the PSB, which will then become Purcell enhanced as well. This
effect would occur for cavity lengths of 50 − 100µm. However, for such long
single-mode cavities fabrication imperfections will be another source of errors,
and will reduce the efficiency and potentially also the indistinguishability.
Our result reveals a new path for obtaining an optimal single-photon source,
where it seems advantageous to operate with a single-mode waveguide structure
embedded with efficient mirrors forming a long Fabry-Perot cavity. In the plots
shown in Fig. 7.7 a perfect bottom mirror (r1 = 1) was assumed, and at the
moment the state-of-the-art nanowire mirrors has a reflectance of around 92 %
(see Fig. 6.3), which leaves some room for improvement.

7.4 Conclusion

We have developed a quantum mechanical model for calculating the indistin-
guishability and efficiency of quantum dots embedded in high β waveguide cavi-
ties, which correctly accounts for both the cavity effects and the inherent β factor
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of the waveguide. Using this model, we have shown that long nanocavities based
on high β waveguides represent a promising new platform for realising single-
photon sources with simultaneous high efficiency and indistinguishability. Our
model predicts, that this structure will beat the numbers predicted in Ref. [134]
for the micropillar SPS.
In our model, we have used non-dispersive mirrors, however other mirror types,
such as Fano mirrors [9, 35, 101] has lead to interesting dynamics in PhC lasers.
Therefore, the frequency response of the mirrors could be another knob for im-
proving the performance of single-photon sources and would thus be an interesting
research topic.
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Conclusion and outlook

Nanophotonic engineering is key in the development of optical devices with both
classical and quantum information applications. A precise and correct description
is essential, and a range of different techniques for solving Maxwell’s equations
are available. The boundary conditions employed on the computational domain
are essential for obtaining convergence, and for nanophotonic structures emit-
ting light into free space, open boundaries are the natural choice. Throughout
the present thesis, we have used the Fourier modal method (FMM) as the main
workhorse due to its easy access to optical modes and their mutual coupling co-
efficients. Furthermore, open boundary conditions have recently been developed
for the FMM in cylindrical coordinates, enabling a correct treatment of radiation
into free space from rotationally symmetric structures.
In the present thesis, we have developed implemented and tested an open-
boundary condition formalism for the FMM in 3D Cartesian coordinates (3D
oFMM). In contrast to the standard FMM formulation, the electromagnetic fields
are expanded as Fourier integrals instead of Fourier series. When approximating
the integrals as Riemann sums, this allows for a free choice of which in-plane
k-values to sample, and as shown in Chapter 3, convergence is obtained much
faster for a non-uniform sampling than for a regular equidistant grid. The faster
convergence is due to a better description of the radiation modes.
Open boundaries are not always necessary, such as for 2D photonic crystal (PhC)
structures, where periodic boundaries are more suitable. Using a Fourier-based
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Bloch mode expansion technique, we investigated a 2D PhC waveguide coupled
to a microcavity in Chapter 4. We embedded a scattering site in the waveguide,
which resulted in a transmission spectrum with a Fano lineshape. The symmetry
(parity) of this spectrum, is controlled by the distance between the scattering
site and the microcavity. In the limit where these form a Fabry-Perot cavity, it
was shown that the roundtrip phase within this cavity is the decisive parameter
for the parity. Developing efficient optical switches in PhC waveguides can be
realised by Fano geometries, and here the parity decides the direction of the
spectral shift needed for switching. Thus further understanding of how to control
the shape of the transmission spectrum, might be a first step towards developing
energy efficient optical switches.

Semiconductor quantum dots (QDs) embedded in cylindrical nanowire struc-
tures has been shown as promising candidates for realising efficient on-demand
single-photon sources (SPS). In order to enhance the efficiency of the SPS, the
nanowire should be standing on a high-reflective mirror. This is currently only
possible for top down fabrication techniques, which depending on the fabrication
method can lead to randomly placed QDs in the lateral plane. For these struc-
tures, we are well below the diffraction limit, and thus special techniques are
needed if one wish to determine the QD position - preferably non-destructively.
In Chapter 5, we address this issue by developing a method for mapping the QD
position in a needle nanowire using only the far-field radiation pattern. A pre-
cise mapping of the QDs could be a first step towards further understanding the
potential influence of surface states on the QD properties, which likely depends
on the distance to the sidewall.

Single-mode models are easily formulated from the FMM, due to the access to
all modes and their scattering coefficients. These often provide additional in-
sight into the physics of specific structures, since analytical expressions are often
available. However, as shown in both Chapter 4 and 6 care must be taken, when
employing a single-mode model. For both the 2D PhC Fano structure (Chapter
4) and the truncated nanowire (nanopost, Chapter 6), we have identified a break-
down of the single-mode model, when propagation distances become so small that
evanescent modes start to influence. For the nanopost geometry, this resulted in
a wrong prediction of the Purcell enhancement for the shortest possible nanopost
supporting the first harmonic mode of the QD emission wavelength. Furthermore,
the source efficiency was in general wrongly predicted by the single-mode model
for all lengths of the nanopost, due to the scattering of the fundamental mode at
the top facet. The scattering populates downward propagating radiation modes,
which are reflected into the far-field by the bottom mirror, where they interfere
with the transmitted part of the fundamental mode. A single-mode model does
not capture this interference, which can be important for correct calculation of
the source efficiency.

In order to correctly account for the solid-state environment surrounding a QD,
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quantum mechanical models are needed. Especially, when calculating the indis-
tinguishability of photons emitted by a QD embedded in a photonic structure.
Until now, there has mainly been two design strategies for making efficient QD
SPSs - either using cavities or single-mode waveguides to enhance the emission
into the preferred mode. However, the models used for characterizing cavity
SPSs (such as micropillar structures) does not converge towards the models for
waveguide SPSs as the reflectivities of the cavity mirrors tends to zero. Thus
for a waveguide with mirrors embedded, neither model will correctly predict the
properties of the emitted photons. In Chapter 7, we considered such a struc-
ture, and developed a quantum mechanical model, which correctly accounts for
the inherent high β-factor of the waveguide. Using our model, we identified
a new design strategy for realising SPSs with simultaneous high efficiency and
indistinguishability, where long cavities in single-mode waveguides seems to be
advantageous.

Outlook

Commonly for all chapters is that the FMM has been used in various forms,
underlining the diversity of problems, which it is able to solve. However, fur-
ther development of the FMM is necessary for (a) making it more efficient and
(b) expanding the range of structures it can handle. Regarding (a), the stair-
case approximation needed for treating tapered and photonic crystal structures
makes the FMM quite inefficient. For tapers, a possible solution might be found
in combining the FMM with the Cross-Section method [122], and describe the
propagation through the taper by a differential equation rather than by transmis-
sion and reflection matrices coupling the eigenmodes of adjacent staircase layers.
Potentially, this could drastically reduce the number of eigenvalue problems to
solve.

Regarding (b), we have in the present thesis encountered a needle nanowire
with an elliptical cross-section (see Chapter 5), where we treated it as being ro-
tationally symmetric. Currently, we have an in-house code able to solve for the
eigenmodes in an elliptical nanowire, however, the transmission and reflection
matrices in this framework are still to be derived for structures with changing
ellipticity. Elliptical nanowires can be used to enhance the emission into one
preferred polarization [145], and thus developing a full FMM able to treat the
ellipticity would be a strong tool to investigate this type of nanowires. Our 3D
oFMM method developed in Chapter 3 is currently limited to handle structures
surrounded by a bulk medium, however, ridge waveguides supported by a sub-
strate are experimentally much more interesting. Thus developing a FMM with
open boundary conditions for this type of structure, would be a very strong tool
in the development of efficient SPSs integrated on an optical-chip.
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As concluded above, a strategy for developing SPSs with simultaneous high
efficiency and indistinguishability is to form a long cavity in a high β-waveguide
structure. There are numerous ways to realise this. One could be in a PhC
waveguide structure, where the mirrors are easily formed by adding holes in
the waveguide. The challenge for this platform is how to efficiently couple the
photons out into free space or into waveguides with smaller propagation losses.
For nanowire waveguides the current state-of-the-art bottom mirror is the metallic
mirror covered with a thin film of dielectric material in order to reduce coupling to
plasmons. The reflectivity of this mirror is around 92 % [84] and thus developing
a better type of bottom mirror is required for increasing the efficiency of the
nanowire SPS. The top mirror can be realised as suggested in [57], where a
DBR mirror is implemented in the out-coupling trumpet taper. However, an
experimental realisation of this structure is still to be demonstrated, and thus
poses another research challenge.
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Near-field to far-field
transformation

A.1 Derivation of Eqs. (2.24)

Below the derivation of Eqs. (2.24) is outlined. Inserting the equivalent currents
given in Eqs. (2.23) into Eqs. (2.21) and assuming a plane surface leads to

Nθ =
∫
S

[
Jr cos θ cos

(
nφ′

)
cos

(
φ− φ′

)
+ Jφ cos θ sin

(
nφ′

)
sin
(
φ− φ′

) ]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
r′dr′dφ′,

(A.1a)

Nφ =
∫
S

[
− Jr cos

(
nφ′

)
sin
(
φ− φ′

)
+ Jφ sin

(
nφ′

)
cos

(
φ− φ′

) ]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
r′dr′dφ′,

(A.1b)

Lθ =
∫
S

[
Mr cos θ sin

(
nφ′

)
cos

(
φ− φ′

)
+Mφ cos θ cos

(
nφ′

)
sin
(
φ− φ′

)]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
r′dr′dφ′,

(A.1c)

Lφ =
∫
S

[
−Mr sin

(
nφ′

)
sin
(
φ− φ′

)
+Mφ cos

(
nφ′

)
cos

(
φ− φ′

)]
exp

(
−ik0r

′ sin θ cos
(
φ− φ′

))
r′dr′dφ′.

(A.1d)
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These expression are rewritten using trigonometric relations to

Nθ =
∫
S

[
Jr cos θ cos (nφ) cos

(
nφ′

)
cos

(
φ′
)
−

Jφ cos θ cos (nφ) sin
(
nφ′

)
sin
(
φ′
) ]

exp
(
−ik0r

′ sin θ cosφ′
)
r′dr′dφ′,

(A.2a)

Nφ =
∫
S

[
− Jr sin (nφ) sin

(
nφ′

)
sin
(
φ′
)

+ Jφ sin (nφ) cos
(
nφ′

)
cos

(
φ′
) ]

exp
(
−ik0r

′ sin θ cosφ′
)
r′dr′dφ′,

(A.2b)

Lθ =
∫
S

[
Mr cos θ sin (nφ) cos

(
nφ′

)
cos

(
φ′
)

+

Mφ cos θ sin (nφ) sin
(
nφ′

)
sin
(
φ′
) ]

exp
(
−ik0r

′ sin θ cosφ′
)
r′dr′dφ′,

(A.2c)

Lφ =
∫
S

[
−Mr cos (nφ) sin

(
nφ′

)
sin
(
φ′
)

+

Mφ cos (nφ) cos
(
nφ′

)
cos

(
φ′
) ]

exp
(
−ik0r

′ sin θ cosφ′
)
r′dr′dφ′.

(A.2d)

Furthermore we have the following relations for the Bessel functions of the first
kind

2πinJn (x) =
∫ 2π

0
cos (nφ) exp (ix cosφ) dφ, (A.3a)

πin−1 (Jn−1 (x)− Jn+1 (x)) =
∫ 2π

0
cosφ cos (nφ) exp (ix cosφ) dφ, (A.3b)

πin−1 (Jn−1 (x) + Jn+1 (x)) =
∫ 2π

0
sinφ sin (nφ) exp (ix cosφ) dφ, (A.3c)

where Jn is the Bessel function of the first kind of order n1. Using these relations

1Note that Jn is a Bessel function, whereas Jr(φ) is the radial(tangential) component of the
equivalent current.
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Eqs. A.2 are rewritten to

Nθ =
∫ [ (Jr − Jφ) Jn−1 (−k0r

′ sin θ)
− (Jr + Jφ) Jn+1 (−k0r

′ sin θ)

]
cos θ cos (nφ) in−1πdr′, (A.4a)

Nφ =
∫ [− (Jr − Jφ) Jn−1 (−k0r

′ sin θ)
− (Jr + Jφ) Jn+1 (−k0r

′ sin θ)

]
sin (nφ) in−1πdr′, (A.4b)

Lθ =
∫ [ (Mr +Mφ) Jn−1 (−k0r

′ sin θ)
− (Mr −Mφ) Jn+1 (−k0r

′ sin θ)

]
cos θ sin (nφ) in−1πdr′, (A.4c)

Lφ =
∫ [ (Mr +Mφ) Jn−1 (−k0r

′ sin θ)
+ (Mr +Mφ) Jn+1 (−k0r

′ sin θ)

]
cos (nφ) in−1πdr′, (A.4d)

Using the definitions in Eqs. (2.22) and (2.25) we arrive at the final expressions
in Eqs. (2.24)

Nθ = −
∫

cos θ cos (nφ)
[
Hp(r′)Jn−1

(
−k0r

′ sin θ
)

+

Hm
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(A.5a)

Nφ =
∫

sin (nφ)
[
Hp(r′)Jn−1

(
−k0r

′ sin θ
)
−

Hm
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(A.5b)

Lθ = −
∫

cos θ sin (nφ)
[
Em(r′)Jn−1

(
−k0r

′ sin θ
)

+

Ep
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(A.5c)

Lφ =
∫

cos (nφ)
[
− Em(r′)Jn−1

(
−k0r

′ sin θ
)

+

Ep
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′.
(A.5d)

Reverting the cosine/sine dependence in Eqs. (2.23) to

Jr
(
r′, φ′

)
= Jr

(
r′
)

sin
(
nφ′

)
, Jφ

(
r′, φ′

)
= Jφ

(
r′
)

cos
(
nφ′

)
, (A.6a)

Mr
(
r′, φ′

)
= Mr

(
r′
)

cos
(
nφ′

)
, Mφ

(
r′, φ′

)
= Mφ

(
r′
)

sin
(
nφ′

)
, (A.6b)

and going through similar steps as in the derivation for Eqs. (A.5) leads to
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Nθ =
∫

cos θ sin (nφ)
[
Hm(r′)Jn−1

(
−k0r

′ sin θ
)

+

Hp
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(A.7a)

Nφ =
∫

cos (nφ)
[
Hm(r′)Jn−1

(
−k0r

′ sin θ
)
−

Hp
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(A.7b)

Lθ =
∫

cos θ cos (nφ)
[
Ep(r′)Jn−1

(
−k0r

′ sin θ
)

+

Em
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′,
(A.7c)

Lφ =
∫

sin (nφ)
[
− Ep(r′)Jn−1

(
−k0r

′ sin θ
)

+

Em
(
r′
)
Jn+1

(
−k0r

′ sin θ
) ]

in−1πr′dr′.
(A.7d)

A.2 Derivation of Eqs. (5.4) and (5.5)

In this appendix we will derive the near-field to far-field transformation in the
oFMM formalism [48] used in Chapters 5 and 6. Using the oFMM formalism
with the scattering matrix formalism enables us to compute the near-field of any
rotationally symmetric structure. Here, the near-field is assumed to be known in
the air layer just on top of the cylindrical structure. The electromagnetic field
components for each mode in the near-field are given as [48]

Fr,nj(r, φ) =

i
M∑
m=1

km∆km
[
bFnjmJn+1(kmr)− cFnjmJn−1(kmr)

]
exp (inφ) , (A.8a)

Fφ,nj(r, φ) =
M∑
m=1

km∆km
[
bFnjmJn+1(kmr) + cFnjmJn−1(kmr)

]
exp (inφ) , (A.8b)

where F is either the electric field, E, or the magnetic field, H. b(c)Fm,nj are the
expansion coefficients for mode j and angular momentum n in the Bessel basis.

General case - n 6= 0

In the general case the EM-field is polarized in both in-plane directions. In the
derivation of Eqs. (2.24) a cos(nφ) angular dependence on Hφ and Er, and a
sin(nφ) dependence on Hr and Eφ was assumed. However, in Eqs. (5.1), (5.3)
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and (A.8) the angular dependence is given as exp(inφ). To overcome this we
add fields with ±n angular dependence, where the following relations has been
numerically found to hold for the expansion coefficients bE , cE , bH and cH :

bE−n = (−1)n+1cEn bH−n = (−1)ncHn , (A.9a)
cE−n = (−1)n+1bEn cH−n = (−1)nbHn . (A.9b)

These relations make sure that the angular dependence of the Er and Hr com-
ponents are separated by π/2 when the + and −n contributions are added - the
same applies for the Eφ and Hφ fields. Using these relations and adding the
electric and magnetic fields for ±n angular momentum in Eqs. (A.8) leads to the
desired angular dependence of the electric and magnetic fields. Since the zero
point of the phase can be chosen arbitrarily changing between a cosine and sine
dependence can be done by shifting the phase by π/2. Additionally we will use
the relation J−n = (−1)nJn in the derivations below. We start by considering
the radial component of the electric field

Er,nj = i
M∑
m=1

km∆km[ (
bEnjmJn+1(kmr)− cEnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +

(
bE−njmJ−n+1(kmr)− cE−njmJ−n−1(kmr)

)
(cos(nφ)− i sin(nφ))

]
(A.10a)

= i
M∑
m=1

km∆km[ (
bEnjmJn+1(kmr)− cEnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +(

(−1)n+1(−1)n−1cEnjmJn−1(kmr)−

(−1)n+1(−1)n+1bEnjmJn+1(kmr)
)

(cos(nφ)− i sin(nφ))
]

(A.10b)

= i
M∑
m=1

km∆km[ (
bEnjmJn+1(kmr)− cEnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +

(
cEnjmJn−1(kmr)− bEnjmJn+1(kmr)

)
(cos(nφ)− i sin(nφ))

]
(A.10c)

Er,nj = −2
M∑
m=1

km∆km
[
bEnjmJn+1(kmr)− cEnjmJn−1(kmr)

]
sin(nφ) (A.10d)
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Rotation by + π/2 ⇒

Er,nj = 2
M∑
m=1

km∆km
[
bEnjmJn+1(kmr)− cEnjmJn−1(kmr)

]
cos(nφ) (A.10e)

Next we consider the transverse electric field:

Eφ,nj =
M∑
m=1

km∆km[ (
bEnjmJn+1(kmr) + cEnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +

(
bE−njmJ−n+1(kmr) + cE−njmJ−n−1(kmr)

)
(cos(nφ)− i sin(nφ))

]
(A.11a)

=
M∑
m=1

km∆km[ (
bEnjmJn+1(kmr) + cEnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +

(
cEnjmJn−1(kmr) + bEnjmJn+1(kmr)

)
(cos(nφ)− i sin(nφ))

]
(A.11b)

Eφ,nj = 2
M∑
m=1

km∆km
[
bEnjmJn+1(kmr) + cEnjmJn−1(kmr)

]
cos(nφ) (A.11c)

Rotation by + π/2 ⇒

Eφ,nj = 2
M∑
m=1

km∆km
[
bEnjmJn+1(kmr) + cEnjmJn−1(kmr)

]
sin(nφ) (A.11d)

For the radial magnetic field we get:

Hr,nj = i
M∑
m=1

km∆km[ (
bHnjmJn+1(kmr)− cHnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +

(
bH−njmJ−n+1(kmr)− cH−njmJ−n−1(kmr)

)
(cos(nφ)− i sin(nφ))

]
(A.12a)

Hr,nj = 2i
M∑
m=1

km∆km
[
bHnjmJn+1(kmr)− cHnjmJn−1(kmr)

]
cos(nφ) (A.12b)

Rotation by + π/2 ⇒
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Hr,nj = 2i
M∑
m=1

km∆km
[
bHnjmJn+1(kmr)− cHnjmJn−1(kmr)

]
sin(nφ) (A.12c)

And finally for the tangential magnetic field we have:

Hφ,nj =
M∑
m=1

km∆km[ (
bHnjmJn+1(kmr) + cHnjmJn−1(kmr)

)
(cos(nφ) + i sin(nφ)) +

(
bH−njmJ−n+1(kmr) + cH−njmJ−n−1(kmr)

)
(cos(nφ)− i sin(nφ))

]
(A.13a)

Hφ,nj = 2i
M∑
m=1

km∆km
[
bHnjmJn+1(kmr) + cHnjmJn−1(kmr)

]
sin(nφ) (A.13b)

Rotation by + π/2 ⇒

Hφ,nj = −2i
M∑
m=1

km∆km
[
bHnjmJn+1(kmr) + cHnjmJn−1(kmr)

]
cos(nφ) (A.13c)

Inserting Eqs. (A.10e), (A.11d), (A.12c) and (A.13c) into Eqs. (2.25) and
leaving out the angular dependence leads to the following expressions

H− = Hr,nj −Hφ,nj = 4i
M∑
m=1

km∆kmbHnjmJn+1(kmr),

H+ = Hr,nj +Hφ,nj = −4i
M∑
m=1

km∆kmcHnjmJn−1(kmr),

E− = Er,nj − Eφ,nj = −4
M∑
m=1

km∆kmcEnjmJn−1(kmr),

E+ = Er,nj + Eφ,nj = 4
M∑
m=1

km∆kmbEnjmJn+1(kmr).

(A.14a)

(A.14b)

(A.14c)

(A.14d)

Insertion of Eqs. (A.14) into Eqs. (A.5) gives the needed quantities for calcu-
lating the far field using Eqs. (2.20). Now we are exploiting the open boundaries
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in the oFMM formalism, such that the integration limits in Eqs. (A.5) are 0 and
∞. First we take a look at Nθ,nj

Nθ,nj = −
∫ ∞

0
cos θ cos(nφ)(

H+(r′)Jn−1
(
−k0r

′ sin θ
)

+H−(r′)Jn+1
(
−k0r

′ sin θ
))

in−1πr′dr′ (A.15a)

= −
∫ ∞

0
cos θ cos(nφ)4i

M∑
m=1

km∆km[
− cHnjmJn−1(kmr′)Jn−1(−k0r

′ sin θ)

+ bHnjmJn+1(kmr′)Jn+1(−k0r
′ sin θ)

]
in−1πr′dr′ (A.15b)

= −4inπ cos θ cos(nφ)
M∑
m=1

km∆km∫ ∞
0

[
− cHnjmJn−1(kmr′)(−1)n−1Jn−1(k0r

′ sin θ)

+ bHnjmJn+1(kmr′)(−1)n+1Jn+1(k0r
′ sin θ)

]
r′dr′ (A.15c)

Nθ,nj =4(−i)nπ cos θ cos(nφ)
M∑
m=1

∆km
(
bHnjm − cHnjm

)
δ(km − k0 sin θ) (A.15d)

Here we have used the Bessel function closure equation [146]
∫ ∞

0
Jα (kr) Jα

(
k′r
)
rdr = 1

k
δ
(
k − k′

)
. (A.16)

Similarly for Nφ,nj we get

Nφ,nj =
∫ ∞

0
sin(nφ)(

H+(r′)Jn−1
(
−k0r

′ sin θ
)
−H−(r′)Jn+1

(
−k0r

′ sin θ
))

in−1πr′dr′ (A.17a)

=
∫ ∞

0
sin(nφ)4i

M∑
m=1

km∆km[
− cHnjmJn−1(kmr′)Jn−1(−k0r

′ sin θ)

− bHnjmJn+1(kmr′)Jn+1(−k0r
′ sin θ)

]
in−1πr′dr′ (A.17b)

Nφ,nj = 4(−i)nπ sin(nφ)
M∑
m=1

∆km
(
bHnjm + cHnjm

)
δ(km − k0 sin θ) (A.17c)
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Lθ,j,n and Lφ,j,n are derived in a similar way and the final form of these are

Lθ,nj = −4(−i)n−1π cos θ sin(nφ)
M∑
m=1

∆km
(
bEnjm − cEnjm

)
δ(km − k0 sin θ) (A.18)

Lφ,nj = 4(−i)n−1π cos(nφ)
M∑
m=1

∆km
(
bEnjm + cEnjm

)
δ(km − k0 sin θ) (A.19)

The above equations only applies for n 6= 0. In the two following sections the
equations will be derived for n = 0 for the two polarizations TE and TM.

TM polarization

For TM polarization Eqs. (A.5) applies, however the fields given in Eqs. (A.10e),
(A.11d), (A.12c) and (A.13c) are no longer valid, since these were constructed
by adding fields with ±n angular momentum. For TM polarization n = 0, and
thus we return to Eqs. (A.8) to find the electric and magnetic fields for TM
polarization. TM polarization is defined as having Hr = Hz = Eφ = 0. So the
electric and magnetic fields are

ETM
r,j = i

M∑
m=1

km∆km
[
bEm,jJ1(kmr)− cEm,jJ−1(kmr)

]

= i
M∑
m=1

km∆km
[
bEm,j + cEm,j

]
J1(kmr) = E+ = E− (A.20a)

HTM
φ,j =

M∑
m=1

km∆km
[
bHm,jJ1(kmr) + cHm,jJ−1(kmr)

]

=
M∑
m=1

km∆km
[
bHm,j − cHm,j

]
J1(kmr) = H+ = −H− (A.20b)
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Using these fields in Eqs. (A.7) and setting n = 0 leads to:

Nθ,j,TM = −
∫ ∞

0
cos θ(

H+J−1(−k0r
′ sin θ) +H−J1(−k0r

′ sin θ)
)

i−1πr′dr′ (A.21a)

= iπ cos θ
∫ ∞

0

(
Hφ,jJ1(k0r

′ sin θ) +Hφ,jJ1(k0r
′ sin θ)

)
r′dr′ (A.21b)

Nθ,j,TM = 2iπ cos θ
M∑
m=1

∆km
[
bHm,j − cHm,j

]
δ(km − k0 sin θ) (A.21c)

Nφ,j,TM = 0 (A.22)

Lθ,j,TM = 0 (A.23)

Lφ,j,TM =
∫ ∞

0

(
−E−J−1(−k0r

′ sin θ) + E+J1(−k0r
′ sin θ)

)
i−1πr′dr′ (A.24a)

= i−1π

∫ ∞
0

(
−Er,jJ1(k0r

′ sin θ)− Er,jJ1(k0r
′ sin θ)

)
r′dr′ (A.24b)

Lφ,j,TM = −2π
M∑
m=1

∆km
[
bEm,j + cEm,j

]
δ(km − k0 sin θ) (A.24c)

TE polarization

For TE polarization Eqs. (A.5) are used for calculating the far field. As for the
TM case we start from Eqs. (A.8) for determining the field components, where
Er = Ez = Hφ = 0, which leads to the following electric and magnetic fields

ETE
φ,j =

M∑
m=1

km∆km
[
bEm,jJ1(kmr) + cEm,jJ−1(kmr)

]

=
M∑
m=1

km∆km
[
bEm,j − cEm,j

]
J1(kmr) = E+ = −E− (A.25a)

HTE
r,j =

M∑
m=1

km∆km
[
bHm,jJ1(kmr)− cHm,jJ−1(kmr)

]

=
M∑
m=1

km∆km
[
bHm,j + cHm,j

]
J1(kmr) = H+ = H− (A.25b)
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Insertion of these fields into Eqs. (A.7), setting n = 0, and following the same
steps as for TM polarization, we arrive at the final expressions

Nθ,j,TE = 0 (A.26)

Nφ,j,TE = 2π
M∑
m=1

∆km
[
bHm,j + cHm,j

]
δ(km − k0 sin θ) (A.27)

Lφ,j,TE = −2iπ cos θ
M∑
m=1

∆km
[
bEm,j − cEm,j

]
δ(km − k0 sin θ) (A.28)

Lφ,j,TE = 0 (A.29)
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Modelling open nanophotonic
systems using the Fourier modal
method: Generalization to 3D

Cartesian coordinates

In this appendix additional derivations for Chapter 3 are provided.

B.1 Direct factorization rule

We start by factorizing Eqs. (3.2)-(3.7) and writing them in a matrix form one-
by-one. Inserting the function expansion in Eq. (3.8) into Eq. (3.2) leads to

∫ ∫ [
kycEz(kx, ky)− βcEy(kx, ky)

]
g(kx, ky, x, y)dkxdky =

ωµ0

∫ ∫
cHx(kx, ky)g(kx, ky, x, y)dkxdky, (B.1)

125
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where the integration limits (from −∞ to ∞) have been omitted for notational
clarity. Multiplying with g∗(k′x, k′y), integrating over x and y and using the or-
thogonality relation (3.9) lead to

(2π)2
∫ ∫ [

kycEz(kx, ky)− βcEy(kx, ky)
]
δ(kx − k′x)δ(ky − k′y)dkxdky

= (2π)2ωµ0

∫ ∫
cHx(kx, ky)δ(kx − k′x)δ(ky − k′y)dkxdky. (B.2)

Performing the integrations in Eq. (B.2) we arrive at

kycEz(kx, ky)− βcEy(kx, ky) = ωµ0cHx(kx, ky), (B.3)

which after discretization of the k space is written in matrix form as

kyez − βey = ωµ0hx, (B.4)

where ey is a vector with cξEy as elements. kx and ky are diagonal matrices with
elements kξx and kξy.

Using a similar approach, Eqs. (3.3) and (3.4) are written in matrix form as

βex − kxez = ωµ0hy, (B.5)
kxey − kyex = ωµ0hz. (B.6)

In order to eliminate ez from Eqs. (B.4) and (B.5), we prepare Eq. (3.7) in a
discretized form, for which the direct factorization rule applies. Expanding the
field components, using Eqs. (3.14)-(3.15) and performing a change of variables
k̂x,y = kx,y + k′x,y lead to

∫ ∫ [
kxcHy(kx, ky)− kycHx(kx, ky)

]
exp [i (kxx+ kyy)] dkxdky

= −ωε0

∫ ∫ ∫ ∫ [
εBδ(k̂x − kx)δ(k̂y − ky)+
c∆ε(k̂x − kx, k̂y − ky)

]
cEz(kx, ky)

× exp
[
i
(
k̂xx+ k̂yy

)]
dkxdkydk̂xdk̂y. (B.7)

We then multiply with exp
[
−i(k′xx+ k′yy)

]
, integrate over x and y and employ

the orthogonality condition (3.9) and obtain
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k′xcHy(k′x, k′y)− k′ycHx(k′x, k′y) = −ωε0

∫ ∫ [
εBδ(k′x − kx)δ(k′y − ky)

+ c∆ε(k′x − kx, k′y − ky)
]
cEz(kx, ky)dkxdky. (B.8)

In discretized form Eq. (B.8) is written as

kxhy − kyhx = −ωε0 [∆ε∆k + εBI] ez, (B.9)

where ∆ε is the Toeplitz matrix containing the elements cξ∆ε = c∆ε(kξx, kξy), I is
the identity matrix and ∆k is the diagonal matrix containing the discretized area
elements ∆kξ in k space. Thus, ez equals to

ez = − 1
ωε0

[∆ε∆k + εBI]−1 [kxhy − kyhx] . (B.10)

allowing us to write Eqs. (B.4) and (B.5) in the form of an eigenvalue problem
that couples the lateral electric field components to the lateral magnetic field
components as

[
kxε−1

Totky −kxε−1
Totkx + k2

0I
kyε−1

Totky − k2
0I −kyε−1

Totkx

] [
hx
hy

]
= ωε0β

[
ex
ey

]
, (B.11)

where εTot = ∆ε∆k + εBI.
From Eqs. (3.5) and (3.6) we write similar set of equations that couples the
lateral components so that Eqs. (3.5) and (3.6) together with Eq. (B.11) allows
us to eliminate the magnetic field components and form an eigenvalue problem
for the lateral electric field components (or vice versa). However, Eqs. (3.5) and
(3.6) need special treatment due to the product εEx,y.

B.2 Inverse factorization rule

In the following the application of the inverse rule for open boundaries with a sep-
arable discretization grid in k space will be presented. As discussed in Appendix
B.3, an equidistant discretization with an open BC is mathematically equivalent
to implementing a periodic BC and a Fourier series expansion. Furthermore, as
will become apparent in the course of deriving the inverse factorization for the
separable discretization, the inverse factorization approach is not applicable for
our dartboard discretization scheme defined in Section 3.2.
The factorization will be performed on Eq. (3.5) to illustrate how the inverse rule
is implemented for the product εEx. The matrix representation for the ε function
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x

y

εw

εB

S1

S2

S3

Figure B.1: A waveguide in air is divided into three sections separated by the y in-
terfaces of the permittivity function. Here the background permittivity is εB and in the
waveguide region ∆ε(x, y) = εw − εB . The permittivity is y independent inside each of
the three sections.

used in the product εEx will be denoted εx, indicating that it accommodates for
continuity of the product along the x direction, where the inverse rule is applied
as in [71, 73]. Now, Ex is discontinuous in the x direction but continuous in the
y direction. ε is discontinuous in both the x and y direction. Their product, εEx,
is continuous in the x direction and discontinuous in the y direction, thus the
inverse rule is used for the x direction and the direct rule for the y direction. The
way this is done computationally is to divide the structure into sections separated
by the interfaces in the y direction and apply the inverse rule to each of these
sections. This is illustrated in Figure B.1.
In general the expansion coefficients for all (x, y)-dependent functions are given
as in Eq. (3.10). The integration over the y coordinate is then separated into
sections where the function is uniform along the y axis. Using Figure B.1 as the
example, the y integration is separated into three parts

cf (kx, ky) = 1
2π

∫
S1
fx,S1(kx) exp(−ikyy)dy

+ 1
2π

∫
S2
fx,S2(kx) exp(−ikyy)dy

+ 1
2π

∫
S3
fx,S3(kx) exp(−ikyy)dy, (B.12)

where

fx,Si(kx) = 1
2π

∫
f(x, ySi) exp(−ikxx)dx. (B.13)

Here the notation f(x, ySi) means that the function is evaluated within section
Si and is only dependent on the x coordinate within that section. With this sep-
aration, it is possible to factorize ε using the correct factorization rules provided
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that the discretized basis set features separable kx and ky dependency as in Eq.
(3.24). If this is the case, we can index the kx and ky contributions to the basis
mode k vector as (kmx , kly) using separate indices m and l. It is then possible to
apply the inverse rule to the product εxEx factorized along the x direction by
first preparing the Fourier transform along the x axis of the inverse permittivity
as

ηx,Si(kx) = 1
2π

∫ ∞
−∞

∆η(x, ySi) exp(−ikxx)dx+ ηBδ(kx). (B.14)

We then form the Toeplitz matrix for the ηx,Si function discretized on the kmx
grid. Since the product of the expansions of ε and Ex involves an integration
over k space as in B.8, the Toeplitz matrix is given by

ηx,Si,Tot = ∆ηx,Si∆kx + ηBI, (B.15)

where ∆ηx,Si is the Toeplitz matrix containing the elements ∆ηmx,Si = ∆ηx,Si(kmx )
and ∆kx is the diagonal matrix with ∆kmx as elements. According to the inverse
rule, we then take the inverse of this matrix and Fourier transform the resulting
elements along the y axis as

εx,mn(ky) = 1
2π

∫ ∞
−∞

(∆ηInv
x,Tot)mn(y) exp (−ikyy) dy

+ εBδmnδ(ky), (B.16)

where ∆ηInv
x,Tot(y) = η−1

x,Si,Tot− εBI, which is piece-wise constant over the various
regions Si as discussed above.
The final Toeplitz matrix εx is then obtained by introducing the discretization
on the kly grid, and its elements are given by

(εx)mn,lj = 1
2π

∫ ∞
−∞

(∆ηInv
x,Tot)mn(y) exp

(
−i(kly − kjy)y

)
dy∆kjy

+ δmnδljεB. (B.17)

Similarly for the product εyEy we obtain

(εy)mn,lj = 1
2π

∫ ∞
−∞

(∆ηInv
y,Tot)lj(x) exp (−i(kmx − knx)x) dx∆knx

+ δmnδljεB. (B.18)
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The integrals in Eqs. (B.17) and (B.18) can be carried out analytically when
the matrix ∆ηInv

x(y),Tot has been found for each y(x)-independent section.

The factorization of Eqs. (3.5)–(3.6) thus become

ikyhz − iβhy =− iωε0εxex (B.19)
−iβhx − ikxhz =− iωε0εyey. (B.20)

Eliminating hz using Eq. (B.6) finally leads to the following eigenvalue problem

[
−kxky k2

x − k2
0εy

k2
0εx − k2

y kykx

] [
ex
ey

]
= ωµ0β

[
hx
hy

]
. (B.21)

The splitting of the factorization along the x and y axes such that the inverse
rule can be used along the x axis and the direct rule along the y axis relies on the
separability of the kx and ky dependencies of the discretization grid such that the
discretization in B.15 can be performed in a well-defined manner. However, for
our dartboard discretization scheme, this separation is not possible, and for this
reason, we simply use the direct rule for the factorization with εx = εy = εTot.

B.3 Relationship between open and periodic
boundary conditions

To understand the equivalence between the open BC formalism with equidistant
discretization and the periodic BC formalism, let us consider the representation
of a function f(x) with compact support such that f(x) = 0 for |x| > L/2. The
continuous integral expansion of this function is given by

f(x) =
∫
F (k) exp(ikx)dk (B.22)

F (k) = 1
2π

∫ L/2

−L/2
f(x) exp(−ikx)dx, (B.23)

where the integration domain in (B.23) has been reduced from [−∞,∞] to
[−L/2, L/2] since f(x) = 0 outside this range.
We now implement the equidistant discretisation scheme with a discretization
step ∆k such that (B.22) becomes

f(x) =
∑
n

F (kn) exp(iknx)∆k, (B.24)

where kn = n∆k.
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Let us compare this equation to the Fourier series expansion of the same function
over the interval [−L/2, L/2] given by

f(x) =
∑
n

cn exp(iknx) (B.25)

cn = 1
L

∫ L/2

−L/2
f(x) exp(−iknx)dx. (B.26)

where kn = n2π/L. Now, the integral expansion (B.22)-(B.23) should ideally
reproduce a function f(x) for which f(x) = 0 for |x| > L/2. However, we observe
that the representation in (B.24) implementing the equidistant discretization is
mathematically equivalent to the standard Fourier series representation (B.25)-
(B.26) of a periodic function f(x) = f(x + L), where the periodicity is given
by

L = 2π
∆k . (B.27)

When representing the optical fields using an open BC and equidistant discretiza-
tion, we are thus in practice reintroducing a periodic BC with the associated nu-
merical artifacts due to the presence of the neighboring elements. The artifacts
can be suppressed by decreasing ∆k, in which case the Riemann sum representa-
tion of the Fourier transform approaches the exact value of the integral. However,
this occurs at the expense of significant computational cost, and a non-uniform
discretization scheme is thus strongly preferred.

B.4 Field emitted by a point dipole

In this section we derive the expression for the dipole coupling coefficient used in
Eq. (3.18). The derivation follows the same procedure as in Ref. [46] for a 2D
Fourier modal method. The starting point is the Lorentz reciprocity theorem in
Eq. (2.8). Since we are interested in the field emitted by a single point dipole,
only one current source is present, thus J2 = 0 and J1 = JPDδ(rPD− r), and Eq.
(2.8) simplifies to

∫
S

(E×H2 −E2 ×H) · n̂dS = JPD ·E2 (rPD) , (B.28)

where [E,H] are the emitted dipole fields, which we wish to determine and n̂
is the normal unit vector to the surface S. [E2,H2] is set to be the fields of a
forward (backward) propagating eigenmode m, such that

[E2,H2] =
[
e±m,h±m

]
exp

[
±iβm

(
z± − zPD

)]
, (B.29)

where z+ > zPD and z− < zPD. Furthermore the forward (backward) propagating
dipole fields are expanded using the dipole coupling coefficient aPD(bPD) as
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E±(H±) (r⊥, z > zPD) =
∑
j

a(b)jPDe(h)±j (r⊥) exp
[
iβ
(
z± − zPD

)]
, (B.30)

where a(b) is used for the +(−) index, and e(h)j are the j’th electric(magnetic)
eigenmode expanded as Fourier integrals as in Eq. (3.8).
Due to our open boundary conditions the surface integral in Eq. (B.28) is over
an infinite surface in the (x, y)-plane. For the forward (backward) propagating
dipole field the surface S is placed at z1(2) just above (below) the dipole position,
such that the normal unit vectors are n̂1 = −n̂2 = ẑ. Inserting Eq. (B.30) into
Eq. (B.28) for the forward and backward propagating dipole fields and using that
e+ = e− = e and h+ = −h− = h [39] leads to

−
∑
j

bjPD

∫
S2

(±ej × hm + em × hj) exp [i (±βm − βj) (z2 − zPD)] · ẑdS

+
∑
j

ajPD

∫
S1

(±ej × hm − em × hj) exp [i (±βm + βj) (z1 − zPD)] · ẑdS

= JPDe±m.
(B.31)

The integral over the products between the electric and magnetic eigenmode
components will be carried out by using the expansion of the eigenmodes given
in the first line of Eq. (3.8).

∫∫ ∞
−∞

ej,x(y)hm,y(x)dxdy =∫∫ ∞
−∞

∫∫ ∞
−∞

cex(y),j (kx, ky) chy(x),m
(
k′x, k

′
y

)
× exp

[
i
((
kx + k′x

)
x+

(
ky + k′y

)
y
)]

dk⊥dk′⊥dxdy

= (2π)2
∫∫ ∞
−∞

cex(y),j (kx, ky) chy(x),m
(
k′x, k

′
y

)
× δ

(
kx + k′x

)
δ
(
ky + k′y

)
dk⊥dk′⊥

= (2π)2
∫ ∞
−∞

cex(y),j (kx, ky) chy(x),m (−kx,−ky) dk⊥

' (2π)2∑
l,p

cex(y),j
(
klx, k

p
y

)
chy(x),m

(
−klx,−kpy

)
∆klp⊥ , (B.32)

where cf are the expansion coefficients defined in Eq. (3.10), and are found by
solving Eqs. (3.16) and (3.17). Inserting Eq. (B.32) into Eq. (B.31) leads to the
following matrix equation for the dipole coupling coefficients
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[
M++ M+−

M−+ M−−

] [
a

(x,y,z)
PD
b

(x,y,z)
PD

]
=

J (x,y,z)
PD e+

(x,y,z) (rPD)
J

(x,y,z)
PD e−(x,y,z) (rPD)

 , (B.33)

where (x, y, z) is either orientation of the dipole. The M matrices are

M++ = (2π)2
(
CT
hy ,lCex −CT

hx,lCey −CT
ex,lChy + CT

ey ,lChx

)
∆k⊥, (B.34a)

M+− = − (2π)2
(
CT
hy ,lCex −CT

hx,lCey + CT
ex,lChy −CT

ey ,lChx

)
∆k⊥, (B.34b)

M−+ = (2π)2
(
−CT

hy ,lCex + CT
hx,lCey −CT

ex,lChy + CT
ey ,lChx

)
∆k⊥, (B.34c)

M−− = − (2π)2
(
−CT

hy ,lCex + CT
hx,lCey + CT

ex,lChy −CT
ey ,lChx

)
∆k⊥,

(B.34d)

where each column of matrix C contains the expansion coefficient for the eigen-
mode. CT is the transpose of C and Cl means that the rows has been mirrored,
such that the first row is now the last row of the matrix.

The eigenmodes are in principal orthogonal, such that M+− and M−+ are di-
agonal and M++ and M−− are zero. This orthogonality is found numerically
to hold approximately, however with non-vanishing elements possibly stemming
from numerical rounding errors.

B.5 Waveguide on substrate

The results presented in Chapter 3 are for free standing square waveguides, how-
ever it is experimentally much more interesting to investigate waveguides sup-
ported by a dielectric substrate, since these enables on-chip optical systems due
to their very low transmission loss [87]. Furthermore, they have reasonably large
β-factors for one dipole orientation [88], which makes them a candidate for real-
ising an efficient on-chip single-photon source.

For a ridge waveguide on a substrate (see Fig. B.2) the dielectric function can
be described as

ε(x, y) = ∆εwrect(x/ww)rect(y/hw − 1/2) + εB + Θ(−y)∆εS , (B.35)
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where ∆εw = εw − εB within the waveguide region and ∆εS = εS − εB. Θ(y) is
the Heaviside step function and rect(t) is the rectangular function defined as

Θ(y) =
{

1 if y > 0
0 if y ≤ 0. (B.36a)

rect(t) =
{

0 if |t| > 1/2
1 if |t| ≤ 1/2. (B.36b)

εw
εB

εS

y

x

0

hw

−ww/2 ww/2

Figure B.2: Ridge waveguide on substrate.

The expansion coefficients for the dielectric function are given by Eq. (3.10)

cε(kx, ky) = 1
(2π)2

∫ ∫
ε(x, y) exp[−i(kxx+ kyy)]dxdy

= 1
(2π)2

∫ ∫
(∆εwrect(x, y) + εB + ∆εSΘ(−y))

exp[−i(kxx+ kyy)]dxdy. (B.37)

In the following the Fourier transform F of a function f(x, y) will be denoted as

F [f(x, y)] = 1
(2π)2

∫ ∞
−∞

∫ ∞
−∞

f(x, y) exp[−i(kxx+ kyy)]dxdy. (B.38)

The expansion coefficients in Eq. (B.37) are given by three Fourier transforms:

cε(kx, ky) = F [∆εwrect(x/ww)rect(y/hw−1/2)]+F [εB]+F [∆εSΘ(−y)]. (B.39)
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The above Fourier transforms are:

F [∆εwrect(x/ww)rect(y/hw − 1/2)] =
1

(2π)2 ∆εwhwwwsinc(wwkx/2)sinc(hwky/2) exp(−ihwky/2), (B.40a)

F [εB] = εBδ(ky)δ(kx) (B.40b)

F [∆εSΘ(−y)] = ∆εS
1

2πδ(kx)
(
πδ(ky) + i

ky

)
, (B.40c)

where sinc(x) = sin(x)/x. In the Fourier transform of the Heaviside step func-
tion the term 1/ky gives us an issue, since we risk dividing with zero. Thus our
developed 3D oFMM is not suitable for handling ridge waveguides on infinite sub-
strates with open BCs. For these structures the substrate has to be surrounded
by air, which can be a reasonably good description, however not ideal.
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All-optical mapping of the
position of single quantum dots

embedded in a nanowire antenna

This appendix supports Chapter 5 with various experimental and computational
results. The appendix will be referred to throughout the chapter.

C.1 Photoluminescence spectrum

In Fig. C.1 the PL spectrum of the investigated needle nanowire is shown. As
seen there are quite many peaks in the spectrum at different wavelengths, which
originates from different transitions in the QDs. The QDs we have chosen to focus
this study on are QD1, QD2 and QD3, since these produce three very different
far-field patterns. The emission wavelengths of the three QDs under study are
891.5 nm, 907 nm and 912 nm.

137
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Figure C.1: PL spectrum of the needle nanowire. As seen several QD transitions are
visible in the spectrum. We have chosen to focus this study on QD1, QD2 and QD3.

C.2 Polarization study

In order to investigate which state transitions the peaks in Fig. C.1 are due to,
we measure the PL spectrum at different polarizations. If the transition is from
a neutral exciton, the fine structure splitting (fss) might be present as a shift in
the peak position in the PL spectrum as the polarizer is rotated. This study has
been performed on QD1, QD2 and QD3, and the results are seen in Figs. C.2-C.4
below. A fss is observed in the polarization spectra for QD1 and QD2, indicating
that these are likely from a neutral exciton transition. There is no fss for QD3,
and thus it cannot be concluded that this transition is from a neutral exciton.

C.3 Lifetime measurement

Having concluded that QD1 (891.5 nm) and QD2 (907 nm) are neutral excitons,
the quantum state of QD3 can be determined by comparison of the radiative
lifetime. For a trion state the radiative lifetime is smaller than for a neutral
exciton in InGaAs QDs [119]. After excitation of the QDs the emission intensity
stemming from a neutral exciton can be described by a biexponential curve as
[147]

I = C0γr [A1 exp (−t/τ1) +A2 exp (−t/τ2)] , (C.1)

where C0 is proportional to the collection efficiency of the experimental setup
and the term in the brackets is the population of the bright exciton state. The
lifetimes τ1 and τ2 are given by the radiative decay rate γr, the non-radiative
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Figure C.2: PL spectrum around the QD1 emission wavelength for different rotations
of the polarizer. As seen the location of the peak shifts as the polarizer is rotated,
which indicates that the transition is from a neutral exciton. The shift is due to the fine
structure splitting.

Figure C.3: PL spectrum around the QD2 emission wavelength for different rotations
of the polarizer. As seen the location of the peak shifts as the polarizer is rotated,
which indicates that the transition is from a neutral exciton. The shift is due to the fine
structure splitting.

decay rate γnr, and the spin-flip rates between the dark and bright exciton γdb
and γbd as [120, 147]

τ−1
1 = γ1 = A+B

2 , (C.2a)
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Figure C.4: PL spectrum around the QD3 emission wavelength for different rotations
of the polarizer. As seen the location of the peak does not shift as the polarizer is rotated,
which could indicate that the transition is from a charged trion state or that the there
is no fss in the QD.

τ−1
2 = γ2 = A−B

2 , (C.2b)

where

A = γr + 2γnr + γdb + γbd = γr + 2γnr + 2γdb, (C.3a)

B =
√
γ2

r + 2γr (γbd − γdb) + (γdb + γbd)2 =
√
γ2

r + 4γ2
db. (C.3b)

All the rates are illustrated in the three-level scheme in Fig. C.5. In principle
the |X〉 and |Y 〉 excitons also couple to each other through spin-flip processes,
however this coupling is not important for the analysis here, since it has been
shown to occur with a time constant smaller than 100 ps for InAs/GaAs QDs
[118]. Furthermore, we collect both polarizations in the time-resolved PL mea-
surement in Fig. C.6, and thus the simplified three-level scheme is sufficient for
determining the quantum state of QD1, QD2 and QD3. Including the coupling
between the |X〉 and |Y 〉 excitons would be important for a polarization study of
the emitted field. Assuming an equal population of the bright and dark exciton
state after the non-resonant excitation, the amplitudes of the two decay rates in
Eq. (C.1), A1(2), are given as [147]

A1 = 1
4

[
1 + γr

γ1 − γ2

]
− 1

2
γdb

γ1 − γ2
, (C.4a)

A2 = 1
4

[
1− γr

γ1 − γ2

]
+ 1

2
γdb

γ1 − γ2
. (C.4b)
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|Xd〉

|g〉

∆Edb
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γbd

γdb

γnr
γnr

γr

Figure C.5: Three-level scheme used for describing the biexponential trend of the time-
resolved PL measurement in Fig. C.6. The bright exciton couples through spin-flip
processes to the dark exciton with rates γdb and γbd, and both excitons decay through
non-radiating processes at the rate γnr. The recombination rate of the bright exciton is
γr, and leads to the emission of a photon. An identical three-level scheme applies for the
|Y 〉 excitons.

There exist no dark trion state and the radiative decay rate for a trion is larger
than for a neutral exciton. Thus a trion state should show a significantly shorter
lifetime in a measurement than a neutral exciton. The lifetime measurements of
the QD1, QD2 and QD3 are shown in Fig. C.6, where the experimental data
has been fitted to Eq. (C.1) and the extracted lifetimes are shown in the plots.
As seen the lifetime of QD3 is more than a factor 2 larger than the lifetime of
QD1 and QD2, which does not point towards QD3 being a trion state. However,
QD3 does not show a clear biexponential behaviour as is expected for a neutral
exciton. We attribute the lack of a clear biexponential trend to a fast spin-
flip process between the bright and the dark exciton within QD3 (i.e. large γdb),
which reduces the intensity of the fast decay rate relative to the slow as seen from
Eqs. (C.4). Thus in the experiment only the slow decay channel will be visible
leading to larger lifetimes and hiding the biexponential behaviour, as reported in
Ref. [118, 120].
Based on the lifetime measurements and the PL polarization spectra in Figs.
C.2-C.4, we conclude that all three QD emissions originates from recombination
of a neutral exciton.

C.4 The role of the emitter type for the far-field
radiation pattern

In this appendix we will investigate the role of the emitter type for an emitter
placed in a nanowire supporting three guided modes: HE11r, HE11φ and TE01.
The superscript on the HE11 mode denotes the dominant in-plane linear polar-
ization. We will consider two types of emitters: trion states and neutral exciton
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Figure C.6: Measured decay curves of QD1, QD2 and QD3. The curves are fitted to
Eq. (C.1) and the extracted lifetimes are given in their 95 % confidence interval.

states, producing circularly and linearly polarized light respectively. Depending
on the spin of the additional carrier in the trion state it will produce either right
or left circularly polarized light, which in the oFMM formalism is described as a
point dipole with its components 90 degree out of phase as

σ+ = p√
2

(
r̂ + iφ̂

) (
X
|αe(h)〉
±

)
, (C.5a)

σ− = p√
2

(
r̂− iφ̂

) (
X
|αe(h)〉
±

)
, (C.5b)

where r̂ and φ̂ are the unit vectors for the radial and tangential coordinates. The
neutral exciton will produce either horizontally or vertically polarized light as
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Figure C.7: Quantum dot placed in a nanowire producing either circularly (a,b) or
linearly (c) polarized light.

pH = pĥ = p
(
cos θr̂− sin θφ̂

) (
Xb
)
, (C.6a)

pV = pv̂ = p
(
sin θr̂ + cos θφ̂

) (
Y b
)
, (C.6b)

where θ is defined in Fig. C.7.
The HE11 mode has contributions from angular momentum n = ±1, and for a
linear dipole these are coupled to equally, however a circular dipole will mainly
couple to one of these, which can be derived using Eqs. (5.2) and (5.3) for an
on-axis dipole, where Er,nj = ±iEφ,nj in Eq. (5.3) 1. For the circular dipole in
Eq. (C.5a) at r = 0 and n = ±1 we have the following relation between the
electric field components

Er,n=1,j (r = 0) = −i
M∑
m=1

km∆kmcEnjm = −iEφ,n=1,j (r = 0) , (C.7a)

Er,n=−1,j (r = 0) = i
M∑
m=1

km∆kmbEnjm = iEφ,n=−1,j (r = 0) . (C.7b)

By performing the dot product in Eq. (5.2) and using the circular dipole in Eq.
(C.5a) we get

aσ
+
n=1,j(0) = iω

2[W ]
p√
2

[Er,n=1,j (0) + iEφ,n=1,j (0)] = 0, (C.8a)

aσ
+
n=−1,j(0) = iω

2[W ]
p√
2

[Er,n=−1,j (0) + iEφ,n=−1,j (0)] ≡ aσ+
HE11,−1. (C.8b)

1For an off-axis dipole the circular dipole will couple to both angular momenta, due to the
non-equal emission rate into the radial and tangential component of the HE11 mode as seen in
Fig. 5.3
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Correspondingly, we have the dipole coupling coefficient aσ−HE11,+1 for the other
circular dipole given in Eq. (C.5b). However, in the following we consider an
off-axis dipole, such that it also couples to the TE01 mode keeping in mind that
the circular dipoles will mainly couple to either angular momenta.

The generated electric field for the off-axis dipoles in Eqs. (C.5) and (C.6) in
the nanowire after propagation along the z-axis are

Eσ
±

r =
[
aσ
±

HE11,+1Er,HE11,+1 + aσ
±

HE11,−1Er,HE11,−1
]

exp (iβHE11z) , (C.9a)

Eσ
±

φ =
[
aσ
±

HE11,+1Eφ,HE11,+1 + aσ
±

HE11,−1Eφ,HE11,−1
]

exp (iβHE11z)

+ aσ
±

TE01Eφ,TE01,1 exp (iβTE01z) , (C.9b)

Ep
HV

r = ap
HV

HE11Er,HE11 exp (iβHE11z) , (C.9c)

Ep
HV

φ = ap
HV

HE11Eφ,HE11 exp (iβHE11z) + ap
HV

TE01Eφ,TE01,1 exp (iβTE01z) , (C.9d)

and by replacing E with H and swap r and φ the generated magnetic fields are
given with the same expressions.

The dipole coupling coefficients are given by Eq. (5.2) as

ap
r(φ)

HE11 = Er(φ),HE11 = Er(φ),HE11,−1 + Er(φ),HE11,+1, (C.10a)

ap
φ

TE01 = Eφ,TE01, (C.10b)

aσ
±

HE11,−1 = 1√
2

[Er,HE11,−1 ± iEφ,HE11,−1] , (C.10c)

aσ
±

HE11,+1 = 1√
2

[Er,HE11,+1 ± iEφ,HE11,+1] , (C.10d)

aσ
±

TE01 = ± 1√
2

iEφ,TE01 (C.10e)

ap
H

HE11,±1 = [cos θEr,HE11,±1 − sin θEφ,HE11,±1] , (C.10f)

ap
V

HE11,±1 = [sin θEr,HE11,±1 + cos θEφ,HE11,±1] , (C.10g)

ap
H

TE01 = − sin θEφ,TE01, (C.10h)

ap
V

TE01 = cos θEφ,TE01, (C.10i)

where the common pre-factor iω
2 p has been omitted. Before computing the power

in the nanowire emitted by each dipole we will state the power emitted by the
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tangentially and radially oriented dipoles using the time averaged Poynting vector
in Eq. (2.7)

P p
r = 1

2Re
{ ∣∣∣aprHE11

∣∣∣2 [Er,HE11H
∗
φ,HE11 − Eφ,HE11H

∗
r,HE11

] }
= P p

r

HE11, (C.11a)

P p
φ = 1

2Re
{[
|ap

φ

HE11|
2Er,HE11H

∗
φ,HE11−(

ap
φ

HE11Eφ,HE11 exp (iβHE11z) + ap
φ

TE01Eφ,TE01 exp (iβTE01z)
)

(
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φ∗
HE11H

∗
r,HE11 exp (−iβHE11z) + ap

φ∗
TE01H

∗
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) ]}
= 1
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{[
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φ

HE11|
2
(
Er,HE11H

∗
φ,HE11 − Eφ,HE11H

∗
r,HE11

)
− ap

φ

HE11a
pφ∗
TE01Eφ,HE11H

∗
r,TE01 exp (i∆βz)
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φ

TE01a
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HE11Eφ,TE01H

∗
r,HE11 exp (−i∆βz)

−
∣∣∣apφTE01

∣∣∣2Eφ,TE01H
∗
r,TE01

]}
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φ

HE11 + P p
φ

TE01 −
1
2Re

{[
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φ

HE11a
pφ∗
TE01Eφ,HE11H

∗
r,TE01 exp (i∆βz)

+ ap
φ

TE01a
pφ∗
HE11Eφ,TE01H

∗
r,HE11 exp (−i∆βz)

]}
, (C.11b)

where ∆β = βHE11 − βTE01. As above the power in the nanowire for the circular
and linear dipoles is given by the time averaged Poynting vector in Eq. (2.7).
For the circular dipoles we get

P σ
± = 1

2Re
{ [
aσ
±

HE11,+1Er,HE11,+1 + aσ
±

HE11,−1Er,HE11,−1
]

[
aσ
±∗

HE11,+1H
∗
φ,HE11,+1 + aσ

±∗
HE11,−1H

∗
φ,HE11,−1

]
−
[ (
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±

HE11,+1Eφ,HE11,+1 + aσ
±

HE11,−1Eφ,HE11,−1
)

exp (iβHE11z)
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±

TE01Eφ,TE01 exp (iβTE01z)
]

[ (
aσ
±∗

HE11,+1H
∗
r,HE11,+1 + aσ

±∗
HE11,−1H

∗
r,HE11,−1

)
exp (−iβHE11z)
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±∗

TE01H
∗
r,TE01 exp (−iβTE01z)

]}
(C.12a)

= 1
2Re

{ ∣∣∣aσ±HE11,+1
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+
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HE11,−1Er,HE11,+1H

∗
φ,HE11,−1
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∗
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−
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}
(C.12b)

We will show that the incoherent sum of the circular dipoles are equal to the
incoherent sum of the linear dipoles. In order to show this we first add the power
emitted by the circular dipoles. In the derivation we need the following relations
between the dipole coupling coefficients

∣∣∣apr(φ)

HE11

∣∣∣2Er(φ),HE11H
∗
φ(r),HE11 =[

ap
r(φ)

HE11,+1Er(φ),HE11,+1 + ap
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]

[
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r(φ)∗

HE11,+1H
∗
r(φ),HE11,+1 + ap
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HE11,−1H

∗
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]
, (C.13a)
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2
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]
, (C.13b)
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]
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aσ
±

TE01 = ± 1√
2

iap
φ

TE01. (C.13h)

Now we will compute the incoherent sum of the power emitted by the two circular
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dipoles using the above relations.

P σ = P σ
+ + P σ
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Thus the incoherent sum of the two circular dipoles equals the incoherent sum
of the radially and tangentially oriented dipoles, when we only consider the HE11
and the TE01 modes. We will do the same derivation for the horizontally and
vertically oriented dipoles defined in Eq. (C.6). The approach is exactly the same
as above. We will need the following relations for the dipole coupling coefficients
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Using the above relations between the dipole coupling coefficients the total power
emitted by the horizontally and vertically oriented dipoles are

P p = P p
H + P p

V

= 1
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{
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r HpH∗
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}
(C.16a)
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Thus the incoherent sum of the linear dipoles equals the incoherent sum of the
circular dipoles, which means we can treat emissions from neutral excitons and
trion states in the same way by adding the far-field power from the radial and
tangential dipoles incoherently. The above derivation only included the HE11 and
TE01 modes, however, in reality we have all modes. Thus in order to confirm
the above relation we performed the full simulation with the two circular dipoles
in Eqs. (C.5) and the radial and tangential dipoles and computed their power
distribution in an infinite nanowire on a gold mirror - i.e. the structure sketched in
Fig. 5.8b without the out-coupling taper. We have placed the circular and linear
dipoles at different positions along the radial axis of the nanowire 80 nm above
the bottom mirror as for the experimental structure. For each radial position we
have evaluated the emitted power distribution at different cross-sections along the
nanowire. In Fig. C.8 we evaluate the power distribution at z = 1800, 2000, 2200
nm above the bottom mirror emitted by the dipoles placed at rPD = 0.6RNW.
The nanowire used in Fig. C.8 has a diameter of 230 nm instead of 200 nm. The
conclusion is exactly the same for 200 nm, however, due to the better confinement
of the TE01 mode the interference effects become more apparent and thus the
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comparison between the two incoherent sums is more convincing. The top part
of Fig. C.8a-c shows the power distribution for the two circular dipoles given in
Eq. (C.5) and the radially and tangentially oriented dipoles. The bottom part
shows the sum of the emitted powers by the circular and linear dipoles. The take
home message from this figure is that the two figures in the bottom are close to
identical in all three cases - a closer analysis shows minute differences, however
these are so small that they will not be resolved in an experiment. The differences
are due to the inclusion of all modes and not only the HE11 and TE01 modes in
the calculation. So as long as the HE11 and the TE01 modes are the dominant
modes in the nanowire the incoherent sum of the circular dipoles and the linear
dipoles yields the same result.

C.5 Simulated far-fields of the needle nanowire

Here we present the simulated far-fields for the needle nanowire sketched in Fig.
5.8b for nanowire section heights of 1900 nm, 1950 nm and 2000 nm. In Fig. C.9
the emission wavelength is 891.5 nm corresponding to QD1, whereas in Figs. C.10
and C.11 the emission wavelengths are 907 and 912 nm respectively corresponding
to QD2 and QD3 in the experimental structure. As seen both the QD position and
the height of the straight nanowire section is important for the far-field radiation
pattern. The position of the QD controls the power emitted into the HE11 and
the TE01-like radiation modes as seen in Fig. 5.3, whereas the nanowire height
determines the phase difference between the two modes as seen in Fig. C.8, where
the power distribution in the nanowire depends on the propagation distance along
the nanowire.
As seen by comparing Figs. C.10 and C.11 a difference in emission wavelength
of only 5 nm leads to visibly different far-field patterns. The emission wavelength
plays the same role for the radiation pattern as the height of the nanowire, since
changing the wavelength changes the propagation constants and thus the phase
difference between the two modes.



C.5 Simulated far-fields of the needle nanowire 151

(a)

(b)

(c)

Figure C.8: Power distribution in an infinite nanowire on the silica-gold mirror emitted
(top) by the two circular dipoles σ± and the two linear dipoles pr(φ). (bottom) The
incoherent sum of the circular and linear dipoles. The dipoles are all placed on the x-
axis and displaced 0.6 RNW from the centrum. The power is evaluated at (a) 1800 nm,
(b) 2000 nm and (c) 2200 nm.
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Figure C.9: The simulated far-fields for the needle nanowire sketched in Fig. 5.8b with
hNW = 1900 nm (left), 1950 nm (middle) and 2000 nm (right) for 10 different positions
of the point dipole along the y-axis from the center to the edge of the nanowire with λ =
891.5 nm.
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Figure C.10: The simulated far-fields for the needle nanowire sketched in Fig. 5.8b
with hNW = 1900 nm (left), 1950 nm (middle) and 2000 nm (right) for 10 different
positions of the point dipole along the y-axis from the center to the edge of the nanowire
with λ = 907 nm.
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Figure C.11: The simulated far-fields for the needle nanowire sketched in Fig. 5.8b
with hNW = 1900 nm (left), 1950 nm (middle) and 2000 nm (right) for 10 different
positions of the point dipole along the y-axis from the center to the edge of the nanowire
with λ = 912 nm.
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and Purcell enhancement for

nanopost structures

D.1 Convergence study of Purcell enhancement

The discretization strategy of the k-values is similar to the one presented in
Section 3.2 in Chapter 3, where a dense sampling around k0 leads to faster
convergence [48]. However, we only need to sample radial k-values due to the
cylindrical symmetry. The total number of k-points are divided, such that half
of the k-values are between 0 and k0, and half are between k0 and kcut−offk0.
The points in these two intervals are distributed in the following way in order to
obtain a dense sampling around k0

km,1 = k0 sin
(
nk,1

π

NP + 1

)
, nk,1 = 1, ...NP

2 , (D.1a)

km,2 = k0

[
kcut−off − sin

(
nk,2

π

NP + 1

)
(kcut−off − 1)

]
, (D.1b)
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Figure D.1: Example of the k-sampling step size used for the computations in Chapter
6 with kcutoff = 6 and NP = 30.

nk,2 = NP
2 + 1, ...NP, (D.1c)

where NP is the total number of k-points and kcut−offk0 is the maximum k-value
in the sampling. An example of our k-sampling is seen in Fig. D.1.

In Fig. D.2 the convergence of the Purcell enhancement computed using (a) the
full model and (b) the single-mode model is studied for the shortest nanopost
size - D = 230 nm, hb = 73 nm and ht = 207 nm. The number of k-points on the
x-axis corresponds to the number of modes used in the calculation as in Chapter
3, and kcut−off is the largest in-plane k-value included in the approximation of
the Fourier integral.

From Fig. D.2 it is seen that the full model and the single-mode model con-
verges towards two different values. However, the full model has a hard time
converging for the smallest nanopost size, which we attribute to the influence
of the evanescent modes. It should be stated that increasing the cut-off value
does not necessarily increase the numerical accuracy in our discretization strat-
egy. In fact increasing the cut-off value actually reduces the k-sampling density
around k0. The convergence plot for the full model thus serve as a way to esti-
mate the numerical uncertainty, and we conclude that the SE rate predicted by
the full model is ΓHE11 = 10 ± 2 and the single-mode model converges towards
ΓHE11 = 7.3 ± 0.3, and thus the two models do not agree within the estimated
numerical uncertainty. For all calculations in Chapter 6, we use 1400 k-points
and kcut−off = 40k0, since these parameters predict a Purcell enhancement in the
middle of the numerical uncertainty interval for the full model. It is only for
the smallest nanopost, that we observe such a large numerical uncertainty on the
Purcell enhancement.
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Figure D.2: Convergence study of the Purcell enhancement in the nanopost geometry
in Fig. 6.1 with D = 230 nm and ht = 207 nm computed using (a) the full model and
(b) the single-mode model.

D.2 Division of radiation modes into TE and TM
polarization

The lateral electromagnetic field in the oFMM formalism is given by Eqs. (5.3),
which are repeated here for clarity

Fr,nj(r) = i
M∑
m=1

km∆km[bFnjmJn+1(kmr)− cFnjmJn−1(kmr)], (D.2a)

Fφ,nj(r) =
M∑
m=1

km∆km[bFnjmJn+1(kmr) + cFnjmJn−1(kmr)], (D.2b)

where F is either the electric field E or the magnetic field H, and additionally
the z-components of the electromagnetic field are [48]

Ez,nj(r) = i
ωε(r)

M∑
m=1

k2
m∆km

[
bHnjm − cHnjm

]
Jn(kmr), (D.3a)
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Figure D.3: The occupation of radiation modes in the nanopost layer as function of
in-plane km-value. Each radiation mode is classified as being either TE, TM or a linear
combination of these.

Hz,nj(r) = −i
ωµ0

M∑
m=1

k2
m∆km

[
bEnjm − cEnjm

]
Jn(kmr). (D.3b)

In air (or any bulk medium) the natural solutions are TE (Ez = 0) and TM
(Hz = 0) polarized light. From the above equations we can classify modes by
their Bessel function expansion coefficients b and c as

bEnjm = cEnjm & bHnjm = −cHnjm TM, (D.4a)
bHnjm = cHnjm & bEnjm = −cEnjm TE, (D.4b)

and thus in the air layer of the nanopost structure we can split the modes into
pure TE and TM modes by writing the Bessel function expansion coefficients for
the electric field as

bE,TE
njm = −cE,TE

njm = 1√
2
δjm, (D.5a)

bE,TM
njm = cE,TM

njm = 1√
2
δjm, (D.5b)

where n = ±1, j is the mode index and m is the index for the in-plane k-value.
In the nanopost layer, we have to solve for the Bessel function expansion coeffi-
cients numerically as outlined in [48] and [75]. The radiation modes are minimally
affected by the nanopost itself and are close to being free space air modes, where
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a single in-plane km-value dominates in each mode. However, these are not neces-
sarily divided into pure TE and TM modes, but could also be linear combinations
of these as TE+TM and TE-TM. In Fig. D.3 the occupation of radiation modes
in the nanopost layer is plotted as function of the dominant in-plane km-value.
Each mode is classified as being a TE or TM mode, or a linear combination by
their coupling to the pure TE and TM modes in the air layer. The coupling is
given by the transmission matrix and each radiation mode mainly couples to the
free space air modes, that has the same km-value as the dominant km-value in the
nanopost radiation mode. Thus, if a radiation mode mainly couples to a free space
TE(TM) mode, the radiation mode is categorized as being a TE(TM) mode. If it
couples to both TE and TM modes it is categorized as being a linear combination
of the two. This classification of radiation modes in the nanopost layer is not
deterministic and the radiation modes with small forward propagation constants
in general have contributions from a few dominant in-plane km-values and are
thus harder to categorize. However, the approach outlined here works quite well
for determining the phase difference in Fig. 6.9, and the simple model provides
good predictions of the location of the far-field interference rings as described in
Section 6.3.
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Far-field of tapered nanowires

In this appendix we present the far-field from on-axis quantum dots placed in 3
different tapered nanowire geometries illustrated in Fig. E.1.

Au
SiO2

GaAs hb

ht

GaAs GaAs

Dt = 2.6µm Dt

htp = 12µm

α

(a) (b) (c)

Figure E.1: Sketch of three nanowires with a tapered out-coupling section: (a) Needle
with α = 5◦, (b) trumpet without and (c) with AR coating. The bottom diameter is 250
nm.
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Figure E.2: Far-field of the needle nanowire sketched in Fig. E.1(a) for the 9 first ht
supporting an anti-node at the QD position. The dashed circle indicates NA = 0.8.

The QD is placed in an anti-node, and the distance between the QD and the bot-
tom mirror is kept fixed at hb = 63 nm. The distance to the start of the tapering
section, ht, is varied discretely in order to satisfy the phase condition, such that
the QD is placed in an anti-node. Even though the needle taper and the trumpet
taper with the anti-reflective (AR) coating have a negligible backscattering from
the tapering section back into the nanowire, there is a finite reflection coefficient,
which is used to determine the discrete values of ht supporting an anti-node. This
approach is used in order to get a fair comparison between the tapered nanowire
far-fields and the nanopost far-fields presented in Chapter 6.

In Fig. E.2 the far-fields of the needle nanowire in Fig. E.1(a) is shown for the 9
shortest nanowire sections. As seen the interference rings, which appeared in the
nanopost far-field (see Fig. 6.7) are completely gone as expected. In general the
far-field pattern looks Gaussian shaped, which enables coupling into an optical
fibre [62].

Fig. E.3 shows the far-fields of the trumpet nanowire without AR coating for
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Figure E.3: Far-field of the trumpet nanowire with no AR coating sketched in Fig.
E.1(b) for the 9 first ht supporting an anti-node at the QD position. The dashed circle
indicates NA = 0.8.

the 9 shortest nanowire sections. Here we observe some interference rings in the
far-field as for the nanopost structure, however they are not as evident. This is
due to the more directive Gaussian profile of the HE11 mode in the far-field.
Finally, Fig. E.4 shows the far-fields of the trumpet nanowire with AR coating,
and now all interference fringes are completely gone. It should also be noted,
that the far-field seem to be almost unchanging with the length of the nanowire
section. Furthermore, the far-field is very directional and most of the power lies
within NA = 0.5.
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Figure E.4: Far-field of the trumpet nanowire with AR coating sketched in Fig. E.1(c)
for the 9 first ht supporting an anti-node at the QD position. The dashed circle indicates
NA = 0.8.
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